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Introduction

Modelling is a powerful tool that supports materials research in the development of novel or improved
applications. It provides the key information for identifying new materials, tailoring materials and design
materials for structures and systems.

To foster dialogue and mutual understanding between industrial end-users, software developers and
theoreticians, this publication presents the scope and achievements of the modeling in about 50 projects
funded in the 7th Framework Programme (2007-2013) by the NMP Programme, unit Materials.

Importance of the projects to the European Industry

The use of materials modeling in industries is very versatile. Application addresses fields like Energy,
Environment, Transport, Health, ICT and Manufacturing. It is supporting the creation of products like solar
cells, sensors, car parts, tissues, computers, tools, coatings. Industrial application is the target of the FP7
NMP program and the projects show the continuous effort to move from model development to model
application and finally upscaling for industrial application. It is important to note that, in general, models
become most useful to industry when they have reached an advanced maturity. This requires strong
interaction between the code developers and industry, and, because of the complexity and long timescale
of the code development and validation process, the support of programmes such as NMP makes an
important contribution to competitiveness.

The most crucial issue related to modeling in industrial applications is in the formulation of models that
produce realistic results. In general, modeling and simulations can be the eyes of the experimentalists,
helping them to access information that would not be available otherwise and interpret the experimental
results. Modeling provides also invaluable predictions on the evolution of a system in a quicker or cheaper
way than with trial and error methods. Industry uses modelling for:

e Saving costs by establishing a strategy for testing and by screening new material candidates, when
a “try and fail” approach cannot be carried out in the industry or it would be too complicated,
dangerous or expensive.

e Understanding results of measurements. This is particularly important at the nanoscale and at
femtoscale where access to materials properties and processing methods is often difficult. The
simulation can provide this information for every point in the sample at every time.

e Reducing the time to market, by accelerating the time scales of understanding and developing new
materials.

e Suggesting new materials and experimental procedures to create them. Materials design by
modeling is about investigation of relations between chemical and physical composition,
microstructure and effective properties at a macroscale, so that a material can be designed with
desired macro-properties. Modeling can be used to examine the properties of materials and
devices that have not or cannot yet be created.




Questions that can be answered by modelling

To show the value of modeling, the achievements of the models beyond experiments have been listed.
The models can answer questions like:

eWhat is the influence of the automotive catalytic converter’s shape on its performance?
eWhich hydrogen-microstructure interactions play a critical role in the degradation of
materials and components?

eWhich are the dissipation mechanisms that contribute to the macroscopic adhesion
between a metal and a polymer?

eWhat is the role of thermodynamics and what are the reversal processes involved in
ultrafast magnetisation processes?

e Is it possible to control the parameters of the excitation process and of the metal oxides to
create long-lived metastable phases with tailored physical properties?

e Which is the role of the size of the systems in realistic nanometric devices? How is the dynamics
influenced when the length scale is reduced to the nanometer size of devices (<20 nm)?
eWhich are the parameters that control the final state in a solar cell reached after the
photo-excitation?

e Which is the influence of biomedical devices on the surrounding tissues?

e What is the most adequate stiffness and permeability of an intervertebral disc substitute?
e Which is the increase of electrical conductivity in composites upon addition of carbon
nanotubes?

What are models? What are simulations?
Real System
Materials are complex systems and the equations that
describe the physical and chemical behaviour of real systems
are often too complicated to be solved easily. In order to
save computer time, which is a precious and limited Experiment
resource, the description of phenomena has to be simplified.

Simulation
Fortunately, often not all details need be taken into account

in order to reproduce and predict experimental results. Key

Simulation Experimental
results results

assumptions about reality can be made ignoring the
complexity that is not necessary to describe the given
situation. In this brochure, these approximations are called

"models". Insight

With "simulation software and numerics" it is meant instead - .
Fig 1 Simulation gives the numerical solution to the

model applied to a specific situation (Hans Fangohr,
University of Southampton, UK)

the implementation of the model in a computational code
and the numerical methods that are used to solve the
equations. In this publication, modelling is considered to be
the establishing of relations between physical or chemical quantities.The tuning of constants in an
existing relation (parameterisations like force fields or engineering rules) are not considered to be
modelling.

! Note: the word "model" is used in many other situations (e.g. geometrical model of the sample, car model
or fashion model), but different words will be used here for those instances.



Model application and model development

Application of models

A model is strong if it is transferable from one materials system to another within the limits of the model.
Many NMP projects are applying existing physics and chemistry models to new materials and
manufacturing processes. This has generated a wealth of new information®. When applying an existing
model to a new situation, unexpected results or new phenomena may be discovered, but these results are
obtained with existing equations. An overview of the extensive fields of model application in FP7 NMP
projects will be described in Chapter 8 in more detail.

Development of new models

At times, models cannot be transferred from one physical situation to another (say from energy conversion
to spin-dynamics). In such cases, research projects may want to increase the complexity of the model, by
incorporating new physics and chemistry. This happens when complete new physics and chemistry is to be
described. Modellers start from the simpler equations, and gradually add complexity to it (e.g. more
transition metal orbitals, ligand orbitals, Coulomb exchange, spin-orbit, phonons) until a satisfactory
agreement with experiments is reached. For example, it has been necessary to develop new models in
femtosecond dynamics: at the femto-scale new dynamics, physics or chemistry takes place and new opto-
electronics/magnetics/bio/chemistry models have been developed. Alternatively, modelers apply the
model first at a small scale and transfer the results into a larger scale model in the form of constitutive
equations. Constitutive equations are necessary to close the equations describing the system. Together
they form the governing equations. This allows them to identify what are the critical relevant processes
that lead to experimental results. Another typical case of the necessity to develop new models are the
constitutive equations for continuum processes at the macro-scale. Existing macro-scale models consider
processes at a smaller scale approximately and thus, by their nature, do not incorporate all necessary
physics/chemistry. This often happens in mechanical modeling e.g. when considering how to build a
structural model of an amorphous material in some smart way.

Chapter 7 will briefly describe the situations in which new physics and/or chemistry equations have been
developed. In this chapter, adhering to the above definition of the word "model", only new equations are
discussed. For example, the fine tuning of an existing force field to better reproduce results of a new
material but using the same established equations is not considered as a new model in this text but as a
new application of the same model. On the other hand, developing a new force field by adding new terms
to include physical or chemical properties previously excluded will be considered as a new model.

New constitutive equations linking physical or chemical parameters in a new empirical equation, found as
results of modeling or as results of experiments, are also included as new modeling. The basic phenomenon
might not be completely understood but this new relation can at least be called an ‘hypothesis’.

Text in the fiches describing developments of models and constitutive equations are highlighted in yellow.

? Please note that the physical/chemical knowledge about the system or process needed to perform the
model application goes beyond purely computational skills.



Intermezzo: Some philosophy

The conservation equations are the foundations of physics and chemistry. Modeling starts with an
approximation which at first is seen as a good balance between complexity and computability.
Development of models may either make the crude model more complex (and in principle the perfect
conservation equations is retrieved) or reduce the complexity of the model.

Below (Fig. 2), is an illustration of model development, across time and length scales.

h.
Simpler
g © interaction
= o model in this
= g direction
o &
= E . ,
3 o Continuum
.Sim ! models
ple
force-fields
.Complicated
force-fields
.High—level
QM
More advanced Larger
interaction model in systems
this direction, more

physics and chemistry

Fig 2 Model development works by moving along the arrow upwards or downward.
(Kersti Hermansson, Uppsala University, SE)

Method development

The word "method" is reserved to indicate the way in which models are used. For example, the
development of a smart way to compute long-range interactions in materials quickly and accurately is
considered here method development rather than model development (although at the same time it
certainly allows the use of more advanced interaction models because the simulation goes faster).

Other examples of method development are the methods to improve the sampling of complex potential
energy landscape and phase space; this is called metadynamics. Since it can be particularly difficult to
sample efficiently the phase space of a material for realistic conditions, improvements on current methods
are valuable for the materials community, see Chapter 2 and 6.2 for more information.

Choosing the right model

When several (validated) models exist, the scientist/industry has to choose which one to use. This "testing
of models" is also a valuable part of modelling. This consists in trying to answer questions like "which model
gives properties that are closest to measurements for this material?" Here the researcher is investigating
which physics is needed to describe the given situation. So a model that “approximate reality by
considering the neighbours as point charges and ignore temperature effects” states what is the necessary
physics to describe the measurements with. Sometimes the choice of a model depends on the balance



between accuracy and simplicity. The outcomes of such testing might also be important because if none of
the models are adequate the result of testing is that more physics/chemistry needs to be added to existing
models.

MONAMI has been testing two models to calculate the electronic structure of V,05: a so called N-th
order Muffin-Tin Orbital (NMTO) model, with features like massive down folding and generation of
Wannier combined, and full-potential software using dynamical mean field theory for strongly
correlated systems.

In MORDRED, large-scale atomistic simulations of oxide interfaces using dynamic charge transfer
models were benchmarked against first principles simulations. Calculations of structure and charge for
a large set of cluster, bulk and interface cases with both models were compared to undertands the
limits of the faster and more approximated method.

OXIDES has been doing comparative tests of two first-principles methodologies, PSIC and B1-WC, by
applying them to structural, electronic, and magnetic properties of a known 2-dimensional electron gas
system: LaAlO3/SrTiO3. They evaluated the reliability of PSIC and B1-WC, comparing them with
theoretical results presented in literature or obtained with other methods. This way, they explored the
limits and capabilities of the two approaches. This testing is essential in selecting the most adequate
band energy description to be exploited for transport properties, but it is not stricto sensu a new model

development.

Numerical power needed and up-scaling for the industry

Simulation of models applied to new materials involves finding a solution to the equations of the model.
This can become very complicated and the computational power needed may become an issue.

Design environments should be developed that balance accuracy and speed. To this end, many models are
solved with parallel algorithms, which allow the load to be distributed among computer processors.
Upscaling to industry should build on the progress made in High Performance Computing (HPC), theoretical
models and faster numerical processes.

Part of the effort should be directed towards the key and transverse issues of software code modularity
and reusability. An integrated and user-friendly design environment must be created. This might require
vertically integrated communities with theoretical modelers, experimental data generation and validation
experts, software and hardware integrators and industry end-users.



Introduction of model types

Types of models

A convenient way of approaching materials modeling consists in separating the models according to the
physics or chemistry involved. This is often related to the time and length scale of the processes and
determines the size of the systems that can be simulated with certain available computer resources. For

example, modeling of chemical reaction at the nanoscale, and ion transport thereafter.

The four natural levels usually addressed are:

Method Number of atoms Length scale Time scale
Electronic models 10-100 0.1-1 nm -
Atomistic models 10%-10° 0.1-100 nm fs-us
Mesoscale models 10%-unlimited 100 nm - mm ms -s
Mesoscale magnetism 1nm-100 mm 1 ps—1000 ns
models
Continuum approaches Unlimited mm ks
time
sec I \
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Fig 3 An illustration of models valid at their typical length and time scales
(Pierre Severin, Coexpair and Olaf van der Sluis, Philips)




Electronic scale: Ab initio models calculate electronic structures "from first principles" (i.e. based on
fundamental principles of physics) expressed in the Schrodinger's equation within a set of approximations
that do not include fitting the model to experimental data. These models thus rely on basic and established
laws of nature without ad hoc parameterisation. Here, the material is explicitly represented by nuclei and
electrons. Quantum mechanical methods are used to describe the behavior of the electrons which
determine the properties and structures of the material. From the model results at these shortest atomic
time/length scales, electronic transitions and chemical reactions can be derived.

Examples of electronic model results:
Electronic band structure giving conductive/dielectric and optical properties

Thermodynamic stability and kinetic elementary processes for atomic defects and dopants

Atomistic scale: In addition to quantum mechanics based techniques, atomistic modeling establishes
effective interactions between atoms, called interatomic potentials (also empirical potentials or force
fields). Interatomic potentials do not treat the quantum nature of electrons explicitly, which allows models
using these potentials to be enormously faster than models using quantum methods. Such interatomic
potential based modeling may not be as accurate as full guantum mechanical approaches but can be used
to simulate complex materials processes as radiation damage in nanocrystalline materials and friction
between surfaces.

When the electronic degrees of freedom are ignored, molecular mechanical models and classical mechanics
are applied to describe the behavior of atoms and molecules. The most common technique here is
Molecular Dynamics simulations, now routinely carried out on systems including up to tens of thousands of
molecules (consisting of many atoms) over tens of nano seconds. At these longer time scales e.g. lattice
motion, electronic transport are described.

Examples of atomic model results:

Diffusion parameters, surface and interface energies.

Mesoscopic scale: At the supra-atomic scale where uninteresting or fast details of the atomic motions are
averaged out or replaced by stochastic terms, mesoscopic models concentrate on essential motions and
large-scale structures. Examples are the so-called coarse-grained models in which the fundamental unit is a
"bead" that interacts with other "beads" via effective soft potentials. This scale also includes macro-spin
approaches that combine atomic spins into a macro-spin.

Examples of mesoscopic model results:
Morphology of thin oxide films deposited with plasma processes

Spin waves spectra in spintronic devices

Macroscopic scale: At this level material is assumed to be continuously distributed throughout its volume.
Models at this scale disregard the discrete particle-based structures and smaller detail. This is how
materials are seen and touched. Modelling at this scale can predict material decomposition, defect
formation, crack propagation, solidification of liquids and other important variables for industrial
manufacturing. At these macroscopic length scales e.g. thin films and realistic nano-devices with metallic
contacts are described.



Examples for macroscopic model results:
Flux of ink in an ink-jet process
Conductance of a contacting finger in an electronic device

Load transfer in a biomedical device

In the next chapter, the models in each category will be introduced and it will be described how they are
used in FP7 NMP materials projects.

Linking of models (multi-scaling and multi-physics/chemistry modeling)

In order to increase their predictive capability and applicability to a wide range of applications, macro-scale
models need to include processes, which originate at the nano- and micro-scale. This lies in the very nature
of the macro-scale models, where atomistic effects are neglected. For example, macro-scale models that
approximate interfaces by a set of effective band offset parameters have no predictive power over
interface related effects as the detailed atomistic and electronic structure near the interfaces is not taken
into account while it determines the annihilation of excited atoms.

The great challenge in creating accurate and predictive models is that materials form a true multi-scale
problem. A consistent hierarchy of simulations at different levels of representation is needed to generate
results at the molecular level that can be used at a larger scale level._ Multi-scaling is connecting different
codes, each dealing with part of the physics/chemistry at a different scale with a different level of detail
and complexity. Multi-physics/chemistry modeling is connecting different codes describing different
physics/chemistry at the same scale.

A major issue in linking models is the reduction, extraction and transfer of data from one model to another
and this is a very active subject of research. For example, semi-empirical pseudo-potentials, which can be
used to calculate the accurate electronic structure, are based on first principles calculations at a smaller
scale (Hartree-Fock, density functional theory, and higher level QM methods). In continuum modeling often
the results of models applied at meso-scale (nm) are fed into the macro-scale model (um) in the form of
constitutive equations or as boundary conditions and represents a big challenge in contemporary modeling.

Finally, last but not least, in a multi-scale multi-physics approach not only models should be connected but
also integrate experimental data in a clever way.

Modelling for interpretation of experimental results/characterization

The interpretation of experimental data as material properties relies on models as well. In Fig 1
"experimental results" contains BOTH the "getting the signal" phase and "making the interpretation" phase.
This includes deciding which formula (model) to use to convert the signal into a property. It can also involve
the post-processing of measured quantities into other physical/chemistry properties.

METACHEM is processing transmission, reflection and ellipsometry spectra of metamaterials measured
at different angles of incidence (ellipsometric data) to extract values of optical constants of
metamaterial. This is done with the help of electromagnetic wave propagation models, but the
interpretation model used is at the moment a debated research topic discussing the existence of
concepts like “refractive index”.




Chapter 1
Electronic models

The theoretical framework of electronic models is the Schrodinger equation, which provides a
description at the quantum level of any atomic or molecular system evolving with time. All electrons
are considered explicitly.

The most general form of the Schodinger equation is

ihgﬂ;‘ = H¥

where i is the imaginary unit, h is the reduced Planck constant, W is the wavefunction of the quantum
system, which depends on time and on the positions, momenta and spins of all particles in the
system. Often the spin part of the wavefunction is not explicitly carried in calculations that do not
focus on magnetic properties. This convention is followed below. The most crucial element is H, the
Hamiltonian operator, which represents the total energy of any given wavefunction and takes
different forms depending on the external forces acting on the material. In magnetics, the
Hamiltonian includes terms expressing energy due to exchange interaction, spin-orbit interaction,
and Zeeman interaction.

In practice, quantum mechanical models are finding suitable approximations of the full Hamiltonian
and/or of the molecular orbitals, in order to simplify the numerical calculations without
compromising the quality of the simulated results.

1.1. Ab initio quantum mechanical (or first principle) models

The Schrédinger equation can be solved exactly only for a few problems of very limited interest. To
solve the equation for systems of practical use, approximations are in general required. Ab initio
models may be based on a series of approximations that do not include fitting the model to
experiments. This is also called a first principle approach because the model is using the Schrédinger
equation and is still based purely on fundamental principles of physics.

Quantum mechanical chemistry models are routinely used to calculate the ground state of atomic
and molecular systems and the energy and configurations (electronic structure) of the excited states.
This can be applied to several problems of practical use.

Ab initio models are applied, to calculate the mechanism of new catalysts and proton
conductance in proton exchange membranes (HYPOMAP) surface energies and activation
energies of catalytic nanoparticles (NEXT-GEN-CAT).

Interface processes can also be studies at the quantum level, for example adhesion of metal-
ceramic interfaces and internal grain boundaries in realistic conditions (ROLICER) ;
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interfacial hydrogen bonding and adsorption of water and carbohydrates on cellulose
surfaces (SURFUNCELL); the energy barriers and binding energies of hydrogen in normal
interstitial sites and around point defects (MULTIHY);

In solar cell material development, ab initio models are used to calculate changes in the work
functions of metal electrodes upon deposition of self-assembled monolayers (MINOTOR) and
to calculate the formation energy of inclusion complexes in layered magnesium oxides, HTLC,
which is relevant for the synthesis of quasi-solid electrolytes, and the energy, electronic
distribution and properties of nanostructures in PV excitonic solar cells (INNOVASOL). These
models can also cover superconducting systems and are then used to predict electronic and
superconducting properties at interfaces of layers with different axis orientation (SUPER-ION).

Given the challenges of solving the Schrédinger's equation, quantum mechanical calculations can
only be performed for isolated systems (in vacuo) and at zero temperature. However, often the
output of ab initio quantum mechanical models is used as input to develop parameters for models at
higher scales, in the development of interatomic potentials or to calculate partial atomic charge
distribution. This ensures the incorporation of crucial quantum effects and properties for larger,
more realistic, systems simulations at a reduced computational costs and time.

The Schrédinger equation can be solved for small molecular systems exactly if one considers that the
mass of the nuclei is much larger than the mass of the electrons, the Born-Oppenheimer
approximation. This assumption is valid if the electrons move much faster than the nuclei and the
electrons feel the electric field of the nuclei as if the nuclei are in a fixed position. The electronic
wavefunction of the electrons depends then only on the position of the nuclei and not on their
momenta.

Basis sets

To solve the Schrodinger's equation numerically the concept of basis sets of wavefunctions is
introduced. The molecular orbitals are expanded as a linear combination of such functions with the
weights or coefficients to be determined.

Often a simple and effective basis set is made of linear combinations of atomic orbitals (LCAO)
centered in the nuclei. Basis set composed of Gaussian functions centered on the nuclei are also
popular because of their flexibility in implementation and, only if needed, functions centered on
bonds or lone pairs are added.

In solids and other systems with periodic boundary conditions, it is more appropriate to use basis
sets composed of plane waves up to a cutoff wavelength. These functions are naturally periodic and
independent of the atom positions and are therefore appropriate to describe the delocalized
electrons in solid crystal (electron gas).

In all cases, the choice of the most appropriate basis functions depends on the system under
consideration and the level of accuracy that is needed in the final result. A large number of ready-
made basis sets are available and implemented in commercial codes, but new basis set are
sometimes generated to study systems that present new challenges.

2



Electronic structure calculations are usually performed with a minimal basis set, e.g. the minimal
number of functions that are required to represent all the filled orbitals in each atom. However, it
may be necessary to refine (at the cost of computational speed) the minimal basis set with functions
that are able to contribute to specific geometric and nuclear effects, like polarisability functions to
treat more accurately electron distribution asymmetry. Also diffuse functions may be added for
calculations of the electronic excited-state, electric field property, and long-range interactions, such
as Van der Waals forces, and, last but not least, for systems in which a considerable portion of the
electron density is far away from the nuclei.

1.1.2 Hartree-Fock (HF) method

The Hartree—Fock (HF) method is often the starting point of molecular poly-electron structure
calculations. The molecular orbital is represented as the sum of single electron atomic orbitals each
multiplied by a corresponding coefficient. The coefficients of the expansion are obtained numerically
using a variational procedure that iteratively refines the individual electronic solutions to obtain the
configuration that yields the lowest total energy (also known as SCF, self-consistent field).

Several approximations are applied. First, the Born-Oppenheimer approximation is assumed and
relativistic effects are neglected. Moreover, each particle is thought to be subjected to the mean field
created by all other particles. This means that the method is neglecting the electron-electron
correlation terms in the Hamiltonian. This method thus fails to represent strongly correlated systems,
and systems close to the dissociation limit.

1.1.3 Higher level ab initio methods

The Hartree-Fock method has two fundamental limitations. Firstly, the molecular orbitals are
represented as linear combination of single electron orbitals. This provides a localised representation
of molecular orbitals which is not appropriate in highly dispersive systems. Secondly, electron
correlation is neglected. Higher level quantum chemical methods have been developed to overcome
these simplifications and provide the most accurate calculation results of electronic structure.

These methods include: Configuration Interaction (Cl), which includes the excited states in the
description of the electronic state. Coupled Cluster (CC) takes the basic Hartree—Fock molecular
orbital method and constructs multi-electron wavefunctions using the exponential cluster operator
to account for electron correlation. Mgller—Plesset perturbation theory (MP2, MP3, MP4, etc.)
improves on the Hartree—Fock method by adding electron correlation effects as a second order
perturbation of the Hartree-Fock Hamiltonian. These methods devise schemes which can, at least in
principle, be infinitely refined by the addition of higher level terms. For example, a CCSD(T)
calculation simply means a calculation done using a coupled-cluster method, which includes singles
and doubles fully and triples are calculated non-iteratively.

Note that due to their higher computational cost, these methods can only be applied to systems very
limited in size.



1.1.4 Density Functional Theory®

A popular and versatile quantum mechanical method that includes the effect of electron correlation
(albeit approximately) is Density Functional Theory (DFT).

DFT is based on the Kohn-Hohnberg theorem that states that ground-state energy is uniquely defined
by the electron density. The properties of a many-electron system are then determined by using
functionals, i.e. functions of the spatially dependent electron density. DFT calculations usually consist
in solving the Kohn—Sham equation which is the Schrédinger equation of a fictitious system (the
"Kohn—Sham system") of non-interacting particles (typically electrons) that generate the same
density that the real system of interacting particles would generate. This simplifies the formulation
greatly because instead of explicitly including the real potential of many interaction electrons, the
Kohn—-Sham equation contains a local effective (fictitious) external potential of non-interacting
particles.

Typically, the biggest additional modeling necessary in DFT is the formulation of the exchange-
correlation functionals, which need to model not only the electron exchange and correlation energy
terms but also the difference between the kinetic energy of the fictitious non-interacting system and
the real one. The equations are then solved using an iterative self-consistent approach based on the
variational principle.

The simplest way to implement DFT is using the local density approximation (LDA) where the
functional depends only on the density at the coordinate where the functional is evaluated. A further
refinement is obtained considering the generalized gradient approximation (GGA) which is still local
but also takes into account the gradient of the density at the same coordinate.

In solid state calculations, the local density approximations are still commonly used along with plane
wave basis sets, consistent with an electron gas approach, which is appropriate for electrons de-
localised through an infinite solid. In molecular calculations, however, more sophisticated functionals
are needed, and a huge variety of exchange-correlation functionals have been developed for
chemical applications. Among physicists, probably the most widely used functional is the revised
Perdew—Burke—Ernzerhof exchange model (a direct generalized-gradient parametrisation of the free
electron gas with no free parameters); however, this is not sufficiently calorimetrically accurate for
gas-phase molecular calculations. In the chemistry community, one popular functional is known as
BLYP (from the name Becke for the exchange part and Lee, Yang and Parr for the correlation part).
Even more widely used is B3LYP which is a hybrid functional in which the exchange energy, in this
case from Becke's exchange functional, is combined with the exact energy from Hartree—Fock theory.
Along with the component exchange and correlation functionals, three parameters define the hybrid
functional, specifying how much of the exact exchange is mixed in. The adjustable parameters in
hybrid functionals are generally fitted to a 'training set' of molecules. Although the results obtained
with these functionals are usually sufficiently accurate for most applications, unfortunately, there is
no systematic way of improving them (in contrast to some of the higher level ab initio methods like

! Large parts of this paragraph have been taken from Wikipedia.
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configuration interaction or coupled cluster theory). In the current DFT approach, error is estimated
comparing the results to other methods or experiments.

In many cases the results of DFT calculations for solid-state systems agree quite satisfactorily with
experimental data. Computational costs are relatively low when compared to traditional methods,
such as Hartree—Fock theory and higher level ab initio methods based on the complex many-electron
wavefunction. Despite recent improvements, there are still difficulties in using density functional
theory to properly describe intermolecular interactions, especially van der Waals forces (dispersion);
charge transfer excitations; transition states, global potential energy surfaces and strongly correlated
systems; and there are inaccuracies in DFT calculations of the band gap in semiconductors. Its
incomplete treatment of dispersion can adversely affect the accuracy of DFT (at least when used
alone and uncorrected) in the treatment of systems which are dominated by dispersion (e.g.
interacting noble gas atoms) or where dispersion competes significantly with other effects in
biomolecules. Improving DFT calculations by modifying the functional or by the addition of terms to
overcome this problem is an active research topic.

Spin polarized DFT is an extension of DFT which includes both the electron density and the up
and down spin densities explicitly in the Kohn-Sham equations. This is used to calculate to
calculate the magneto-crystalline anisotropy and the exchange interaction between atomic
spins (ULTRAMAGNETRON, REFREEPERMAG, MAGNONICS, DYNAMAG, ATHENA, CRONQOS,).

1.2. Many body models and effective Hamiltonians

A large class of many-electrons systems can be studied theoretically by the models that have been
discussed in the previous paragraph. In fact, their electronic bands are typically well reproduced by
DFT. However, when the system size increases, the calculations required by full ab initio methods
become very quickly unfeasible. In addition, ab initio methods are commonly solved through
approximations which limit their accuracy. For example, in highly correlated systems and in solids
where electrons may be considered as nearly localised, solving the Schrédinger equation within an
independent electron scheme fails to reproduce experimental results.

Many-body models are commonly used in solid state physic, to calculate band structure and
properties like electrical resistivity and optical absorption. Also the phenomena at metal-
insulator interface can be described (LEMSUPER).

Except in few simple cases, models that treat many-body electron interactions require the definition
of an "effective" Hamiltonian. This is a simplified representation of the true Hamiltonian where some
parameters are derived from empirical data. These methods are very popular because they allow to
treat large systems (up to millions of non-equivalent atoms), where a full ab-initio method without
the approximations would be computationally too expensive.

A similar problem is encountered when it is necessary to include the effect of the surroundings on
the system of interest. Models are developed that provide a simplified way to describe these
interactions considering the background medium as a continuum. An example is solvation models
where the weak interactions with the solvent molecules are treated approximately to keep the
computational costs limited.



1.2.1 Nearly-free electron model

The electronic band structure of metals can be described by the simplest effective Hamiltonian,
which treats electrons in a solid as moving almost freely through the crystal lattice.

1.2.2 Many body approaches

The many body Dynamical Mean Field Theory (DMFT) is a method designed to deal with strongly
correlated materials. In such materials, the approximation of independent electrons, which is used in
Density Functional Theory band structure calculations, breaks down. DMFT includes the local
interactions between electrons and bridges the gap between the nearly-free electron gas model and
dense condensed-matter models.

One of DMFT's main successes is the description of the phase transition between a metal and
a Mott insulator a process where the strength of electronic correlations increases. DMFT has
been successfully applied to real materials to calculate material properties of strongly
correlated systems like high temperature superconductors (MONAMI, GOFAST, LEMSUPER).

Quantum Monte Carlo provides a direct representation of the many-body wave function, which is
unfortunately accompanied by of statistical uncertainty. However this can be reduced by longer
simulation times. For example, the Hartree-Fock approximation can be used as starting point of the
many-body wavefunction and then be multiplied by any symmetric function designed to represent
the correlations. Monte Carlo methods are used to solve efficiently the equations which are typified
by very large sparse matrices.

Quantum Monte Carlo methods have been used to derive a DFT exchange-correlation
functional which was used in molecular dynamics to calculate adsorption of light-weight
hydrogen (HYPOMAP) and calculate thermodynamic properties of single and double
perovskites many body Hamilton problem at finite-temperature problem (ATHENA)

Alternatively, pseudopotentials can be developed that approximate the motion of the core (i.e. non-
valence) electrons of an atom and its nucleus with an effective potential, or pseudopotential. Thich
approach considers the nuclear charge as effectively screened by tightly bound core electrons. As a
consequence, only the chemically active valence electrons are treated quantum mechanically,
thereby reducing the number of electrons in the Schrodinger equation and the size of basis sets.

Semi-empirical pseudopotentials have been used to calculate electronic energies and lifetime
of charge carriers in large structures (10-100nm) with up to millions of non-equivalent atoms
(HIPERSOL).

1.2.3 Semi-empirical tight binding potential (TB) model

The opposite extreme to the nearly-free electrons is the case where the electrons in the crystal are
tightly bound and behave much like the atoms. The tight binding model (TB) is an atomistic approach
to the calculation of electronic band structure where electronic states are written as linear
combinations of atomic orbitals centered in the atomic nuclei. The method is closely related to the



LCAO method used in ab initio models. Electrons are viewed as occupying the standard orbitals of
their atoms, and then 'hopping' between atoms during conduction.

Tight binding models are applied to a wide variety of solids. The approximation works well in
materials with limited overlap between atomic orbitals and limited overlap between potentials on
neighbouring atoms. Band structures of materials like Si, GaAs, GaN, SiO, and diamond for instance

are well described by TB-Hamiltonians.

This model can be used to perform finite-temperature simulations, and calculate
thermoelectric properties and electronic transport calculations (OXIDES), to evaluate
hydrogen trapping at extended crystal defects such as grain boundaries and dislocations
(MULTIHY) to explore effects connected to finite temperature and disorder (ATHENA) and to
describe electronic and optical properties of GaN based nanowires (SMASH)

1.2.4 Hubbard model

The Hubbard model is the simplest model of interacting particles in a lattice, with only two terms in
the Hamiltonian: a kinetic term allowing for tunneling ('hopping') of particles between sites of the
lattice and a potential term consisting of an on-site interaction, which stems from the Coulomb
repulsion between electrons occupying the same atomic orbital. For electrons in a solid, the Hubbard
model can be considered as an improvement on the tight-binding model, which includes only the
hopping term. The Hubbard model is actually the simplest model able to describe the interaction-
driven transition from a metal to an insulator, commonly known as the Mott transition. Mott
insulators are commonly found within transition metal oxides and organics, where the Coulomb
repulsion overwhelms the very narrow bandwidth—-More recently, the Bose- and Fermi-Hubbard
models has been used also invoked to describe the behavior of ultra-cold atoms trapped in optical
lattices. The Hubbard model is a good approximation insofar the effect of all other bands but the
conduction ones can be neglected, which corresponds to low enough temperature and energy so
that all interband transition are uninfluential. If interactions between particles on different sites of
the lattice are included, the model is often referred to as the 'extended Hubbard model'.

The fact that the Hubbard model cannot be solved analytically in arbitrary dimensions has led to
intense research into numerical methods for strongly correlated electron systems.

The Hubbard model can also be studied within the Monte Carlo statistical method for
example to study the electronic exchange interaction in non-equilibrium situations
(FEMTOSPIN). Molecular Hubbard models for ground state and low temperature properties of
strongly correlated materials have been used to calculate long ranged electron-electron
interaction and insulator-superconductivity transitions in lattices under pressure (LEMSUPER)
and to model the Hamiltonian of inorganic metal nanoparticles embedded in matrices of
conjugated organic materials (HYMEC).

1.2.5 k-p effective Hamiltonian

This is a technique that allows a band structure to be approximately described in terms of just a few
parameters. The technique is commonly used for semiconductors, and the parameters in the model
are often determined by experiment.



This model can be used to calculate conduction and valence band edges and effective masses
of the charge carriers. Thereafter these values can e.g. be used as input to a drift diffusion
model calculating the electron and hole transport (SMASH) or to micromagnetic models for
magnetisation (NAMASTE).

1.2.6 Polarisable continuum model

The polarisable continuum model (PCM) is commonly used to model a solvent-mediated chemical
reaction. If it were necessary to consider each solvent molecule separately, the computational cost of
modeling would grow prohibitively high. Instead the solvent reaction field is simulated by a set of
apparent charges self-consistently determined on the basis of the electric potential generated by the
solvated molecules.

This model has been used to simulate the effect of surrounding solid electrolyte weakly
interacting with the conductive molecules in excitonic solar cells (INNOVASOL).

1.2.7 Envelope function approximation for continuous media

The wavefunction varies very quickly close to the cores of the atoms of the lattice. The envelope
approximation means that only the slowly varying "envelope" modulating the rapidly varying part of
the wavefunction is considered. The boundary conditions are applied to the envelope function
directly, rather than to the complete wavefunction.

This method is used to calculate the quantum states of confined particles in nanostructures
(SMASH).

1.3. Quantum mechanical in response to time dependent fields

To study electronic and spin dynamics under the effect of external time dependent potentials, such
as electric or magnetic fields, time dependent models are needed.

1.3.1 TD-DFT and TD(Spin)DFT

Time-dependent density functional theory (TDDFT) is a quantum mechanical model used to
investigate the properties and dynamics of many-body systems in the presence of time-dependent
potentials, such as electric or magnetic fields. The effect of such fields on molecules and solids can be
studied with TDDFT to extract features like excitation energies, frequency-dependent response
properties, and photo-absorption spectra.

As TDDFT is an extension of DFT, the conceptual and computational foundations are analogous and
use the effective potential of a fictitious non-interacting system which returns the same density as
any given interacting system. Numerically, this TDDFT model is much more complex then DFT, most
notably because the time-dependent effective potential at any given instant depends on value of the
density at all previous times. Note however that at present most of the implementation assume a
local time-dependence of the potential (adiabatic approximation).



TDDFT is able to account correctly for magnetic fluctuations in the paramagnetic state of iron
and other itinerant ferromagnets, the effects of vibrations (electron-ion dynamics) on photo-
energy conversion (CRONOS, INNOVASOL) and it is used to calculate transport properties in
systems with a strong correlation term between particles (HYMEC).

If needed, the equation of motion for the spin degrees of freedom can be derived with time-
dependent spin-density-functional theory ,TD-SDFT, which includes the spin density
interacting with the external magnetic field. This can then be used to calculate non-linear
interactions between spin, conducting electrons and laser light (FEMTOSPIN and CRONOS).

1.3.2 The time-dependent k-p-model

This quantum kinetic model describes the time evolution of the multi-band electronic state and is a
linear coupled system of Schrédinger equations. The evolution is governed by the k-p Schrodinger
operator which as an extension to the single-band models describes a system of bands of the band
structure, usually the four topmost valence bands.

1.3.3 Other time-dependent models

The time-dependent approach based on the Gutzwiller wave function and approximation is a very
simple tool that allows simulating for quite long times the non-equilibrium evolution of correlated
electron models. It is in essence an improvement of the time-dependent Hartree-Fock
approximation, endowing a Hartree-Fock Slater determinant with local many-body correlations that
better capture the collective nature of the Mott localization phenomenon. It is a rigorous variational
approach in the limit of large lattice-coordination, but seems to provide qualitatively correct results
also beyond that limit.

The time-dependent Gutzwiller approach is able to model the temporal evolution of
correlated materials brought out-of-equilibrium by ultra-fast laser pulses (GOFAST).

The Blonder-Tinkham-Klapwijk model is used to describe the normal-superconducting
microconstriction contacts at the crossover from metallic to tunnel junction behavior. The Blonder-
Tinkham Klapwijk (BTK) model in its simplest form does not require any input from other models. In
its 3D extension, the BTK model requires in input the shape of the Fermi surface. In any case, this
model allows fitting the gap features of the point-contact Andreev-reflection (PCAR) spectra and thus
obtaining the amplitude and the symmetry of the superconducting gap(s).

The multiband Eliashberg theory includes interband spin-fluctuation interactions and describes
superconductivity-induced infrared optical anomalies. The multiband Eliashberg model requires
some input from band structure calculations (normal DOSs at the Fermi levels) and contains 2 free
parameters (namely the coupling strengths) that can be adjusted to reproduce the gaps provided by
the BTK fit of the spectra and the experimental critical temperature.

In particularly good contacts, the point-contact spectra also contain electron-boson structures that
cannot be fitted by the simple BTK model; in these cases, since one of the outputs of the Eliashberg
model is the whole energy-dependent gap function, this may be put in the extended BTK model to
calculate theoretical point-contact spectra that feature electron-boson structures that can be
compared to the experimental ones.



These models have been used to calculate the intrinsic physical parameters (superconducting
transition temperature, penetration depth, upper critical field) and superconductance energy
gaps (IRON SEA), which are very important intrinsic physical parameters in superconductors..

1.4. Electron transport model
1.4.1 Semi-classical drift-diffusion model

This is a popular semi-classical model to describe the transport of charge carriers in solids, and
especially useful for semiconductors. It consists in writing classical equations for the carrier current in
terms of the electrochemical potential.

The carrier density distribution is modelled using quantum mechanical Fermi-Dirac statistics or
Boltzmann statistics.

The necessary input parameters like band gap, carrier mobility and diffusion coefficient are obtained
empirically or with separate theoretical calculations, using the Einstein relation.

Several assumptions are made: non degeneracy, charge conservation, local equilibrium, and constant
temperature.

The drift diffusion model has been used to simulate electronic transport in large diameter
hetero-junction nanowires with tunnel junctions (AMON-RA), to calculate electron transport
across oxides interfaces (MORDRED), electron and holes transport in Gallium Nitride based
nano-rod structures (SMASH) and to calculate steady state conductivity (high and low state)
in organic semiconductor device (HYMEC).
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Chapter 2
Atomistic models

Most molecular systems and phenomena of interest in physics and chemistry are too large to be
treated by quantum mechanics simulations, even if semi-empirical approximations are used.
Atomistic models aim at simulating the behaviour of larger molecular systems (typically between 10?
and 10° atoms, length scale 0.1-100nm, timescale fs-us) maintaining individual atomistic detail, but
often removing an explicit representation of the electrons. Although these systems are not large
enough to be considered macroscopic, they are often sufficiently large to reproduce experimental
results within the desired accuracy and at the same time detailed enough to detect their microscopic
origin.

These large assemblies are too large to be described in a deterministic way, and atomistic
simulations are thus based on statistical mechanics, statistical thermodynamics and other
probabilistic theory. They consist in treating the many-atoms system as a large statistical population,
whose time evolution is determined by the forces applied to each single atom. Statistical mechanics
provides the mathematical framework for relating the microscopic properties of individual atoms and
molecules to the macroscopic bulk properties of materials that can be observed in everyday life.
These models explain macroscopic structural and dynamical observables (e.g. temperature,
pressure, work, heat, free energy, entropy and spectra of these variables) based on classical and
guantum-mechanical descriptions of statistics and mechanics at the microscopic level. For example, a
macroscopic observable like temperature is due at microscopic level to the collisions between
particles and can therefore be mathematically derived sampling the velocities of the atoms.

For the statistical mechanics formulation to be valid, the averaging has to be done over all possible
configurations of the system, i.e. all possible positions and momenta of all particles (ergodic
condition). This is true if the simulation is infinitely long, and approximately true if the system is
allowed to evolve for a sufficient amount of time. The ergodic condition may be more difficult to
achieve in systems with many degrees of freedom, or with large energy barriers between possible
configurations, as the systems may be trapped in one local energy minimum. Methods to overcome
this problem and speed up the configurational sampling are an active field of research.

To determine whether or not to use continuum models or statistical mechanics, the Knudsen number
may be evaluated for the problem. The Knudsen number is defined as the ratio of the molecular
mean free path length to a certain representative physical length scale. This length scale could be, for
example, the radius of a body in a fluid. More simply, the Knudsen number is how many times its
own diameter a particle will travel on average before hitting another particle. Problems with
Knudsen numbers at or above unity are best evaluated using fine scale (atomistic and mesoscale)
statistical mechanics for reliable solutions.

In general, atomistic models have to answer two fundamental questions:
1. How can the interactions between the atoms be described?



2. What equations are used to obtain the macroscopic proprieties that can be compared with
experiments?

First the first question is addessed and interatomic potentials and force fields are discussed in
paragraph 2.1. In paragraph 2.2-2.5 three different sets of equations will be discussed: molecular
dynamics, Monte Carlo molecular models and atomistic spin models.

2.1 Interatomic potentials

2.1.1 Force Fields and Molecular Mechanics

If the full Schrédinger equation for all atoms can’t be solved, it is crucial to develop models for
interactions between the atoms, since these play a crucial role in determining the behaviour of a
system. This can be done in the form of the interatomic potentials.

In molecular simulations, the interatomic potential is usually represented by simple analytical
parametrical expressions. Interatomic potential functions and parameter sets can be derived from
both experimental work and quantum mechanical calculations for a small number of appropriate test
molecules. Validation of parameter sets is done against experimental results on larger and more
diverse systems. This is done to ensure transferability of parameters across a diverse range of
systems and test the accuracy limits of the parametrisation. Optimisation of existing potentials and
development of new potentials is a very active field of research.

New interatomic potentials for atomic simulations have been developed for tungsten and
various oxides (ADGLASS), for zeolitic imidazolate frameworks (ZIF-8 crystals) (AMCOS), and
for selected metal alloys (MINTWELD).

A novel interatomic potential for Cu,0 has been also developed to conduct the analysis of Cu
(111)/ Cu20 (111) interfacial failure and is based on a combined Lennard Jones - Morse
parameterized interatomic potential (NANOINTERFACE).

A force field is a system of interatomic potential energy functions and parameters used in molecular
mechanics simulations.

In all-atoms force fields, each atom is represented explicitly, including the light and small hydrogen,
while in united-atom force fields some atoms, like hydrogen and carbon atoms in methyl and
methylene groups, are treated as a single unit. Grouping of larger atomic moieties may be necessary
to simulate larger systems for longer times and this is treated in the next chapter under coarse-
grained mesoscopic models. Typically, first each atom is modelled by aligning it a radius (usually the
van der Waals radius), a polarisability, and a constant net charge (generally derived from quantum
calculations and/or experiment).

The next step is to model the force field. Force fields usually consist of a sum of additive terms, which
represent both bonded interactions (between atoms that are actually covalently bonded) and non-
bonded interactions. Terms between bonded atoms include: bond terms between 2 atoms, bend
terms between 3 atoms, and torsional (dihedral) terms between 4 atoms. Bond and bend terms are

treated as springs with an equilibrium distance equal to the experimental or calculated value. For
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accurate reproduction of vibrational spectra, the Morse potential can be used instead, at higher
computational cost. The dihedral or torsional terms have multiple minima and cannot be modeled as
springs, and their specific functional form varies in different force fields. Additionally, "improper
torsional" terms may be added to enforce the planarity of aromatic rings and other conjugated
systems, and "cross-terms" may be added that describe coupling of different internal variables, such
as angles and bond lengths. Some force fields also include explicit terms for hydrogen bonds.

The non-bonded terms are much more computationally costly to calculate in full, since a typical atom
is bonded to only a few of its neighbors, but interacts with every other atom in the system. The
electrostatic force between nuclei and charged particles is a typical non-bonded interaction and is
given by Coulomb's law. Long-range electrostatic interactions are often important features of the
system under study (especially for proteins) but the electrostatic terms are notoriously difficult to
precisely calculate well because they do not fall off rapidly with distance. A variety of methods are
used to address this problem; the simplest approximation consists in using a cut-off range for these
interactions and atom pairs whose distances are greater than the cutoff have a van der Waals
interaction energy of zero.

Other more sophisticated but computationally intensive methods are known as particle mesh Ewald
(PME) and the multipole algorithm. To account for electronic polarisability and produce better
agreement with experimental observations, parameters can be buffered or scaled by a constant
factor.

Other non-bonded forces are London dispersive interatomic forces (attractive) and electron-electron
short range forces (repulsive). These are typically modelled together using the so-called Lennard-
Jones potential.

Notwithstanding their simplicity, force fields can reproduce quite well a wide variety of chemical and
biological problems, including drugs binding, protein folding kinetics and protonation equilibria.

2.1.2 Bond Order Potential Model (BOP)

Bond order potentials belong to a class of empirical analytical potentials which is used in molecular
simulations. Examples include the Tersoff potential, the Brenner potential, the Finnis-Sinclair
potentials, ReaxFF, and the second-moment tight-binding potentials. They have the advantage over
conventional molecular mechanics force fields in that they can, with the same parameters, describe
several different bonding states of an atom, and they may thus, to some extent, be able to describe
chemical reactions correctly. The potentials were developed partly independently of each other, but
share the common idea that the strength of a chemical bond depends on the bonding environment,
including the number of bonds and possibly also angles and bond length.

This model has been used to calculate effective hydrogen diffusivities under different defects

distribution, stress/strain and temperature conditions (MULTYHI).




2.2 Molecular Dynamics (MD)

What equations can be used to obtain the macroscopic proprieties that are then compared with
experiments?

The equations used in Molecular Dynamics to obtain macroscopic properties are the equations of
motion for all atoms in the system. Molecular Dynamics consists in simulating molecular trajectories
by integrating the equations of motion. The time duration of the simulation is broken down in small
time steps. Using a numerical integration scheme, the dynamics of each atom in the system under
the effect of the interatomic forces is calculated for each time step.

The length of the time step chosen is a compromise between a value large enough to allow a
reasonably long simulation time for the purpose of the study and a value small enough to capture all
the required fundamental frequencies of motion in the system and conserve the energy between
integrations steps. Typically this is in the range of 1-10 fs, but depends on the range of motions
allowed in the system. Multiple time scale calculations, where rapidly changing forces are updated
more frequently than slowly changing forces, are also possible in order to reduce the required
computational time.

Large systems which are repetitive at a certain scale can be simulated using periodic boundary
conditions. In these, forces are calculated only for atoms contained in a unit cell and then replicated
across 1, 2 or 3 dimensions to simulate the effect of particles entering and leaving the unit cell. The
size of the unit cell needs to be large enough so that each particle does not feel the influence of its
mirror image in one of the replicated cells.

Temperature and pressure can be controlled using numerical methods that simulate the effect of a
thermostat or barostat or using stochastic methods like Langevin dynamics that add friction and
random forces to account for molecular collisions.

The main advantage of molecular dynamics with respect to other molecular simulation methods is
that not only does it allow obtaining macroscopic properties (e.g. temperature, pressure, work, heat,
free energy, and entropy) that can be compared with experiment, but also the trajectory of the
system during the simulation from which dynamical and structural quantities can be obtained.

Simulations with molecular dynamics can reproduce conditions in real life experiments and even
experiments that are not possible, safe or wise to perform.

2.2.1 Classical Molecular Dynamics

Molecular Dynamics (MD) calculations performed using force fields and integrating the classical
Newton's equations of motions for atoms are called classical MD. Several software packages are
available (see Annex Il) and several implement their own force field.

Classical molecular dynamics has been used to model morphological properties of solar cells,
light emitting diodes, transistors, batteries and ultra capacitors. They are used to generate the
Si/Ag and Si/Ni interfaces accounting for strain and misfit dislocations to investigate influence of
N content and gradients on the trap density at the interface (HIPERSOL).
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Classical molecular dynamics has also been used to calculate the interface dipole at
organic/organic interface (MINOTOR), to predict the bulk organization and simulate realistic
interfaces between the insulating layer and the organic semiconductor at the nanometre scale
(ONE-P).

Classical molecular dynamics has been used to calculate physical properties of nanostructured
materials (MONAMI), to calculate dynamic charge transfer in nanoelectronics devices
(MORDRED) and to calculate properties of branched polymers as host matrices for Li-ion battery
solide polymer electrolytes (SUPERLION).

Classical molecular dynamics has been extensively used to study interface problems in matrices,
composites, coatings, cracks and defects structures. In particular, it has been used to determine
average confirmation, chain stiffness, degree of counterion condensation of polyelectrolyte
chains, formation of surfactant polyelectrolyte complexes and adsorption of single electrolyte
chains, formation of polyelectrolyte layer (MUST), to study large scale defect structures in the
ceramics such as dislocation and incoherent grain boundaries (ROLICER), to calculate strength
of hydrogen bonding and dispersion interactions and adsorption of water or carbohydrate in
cellulose surfaces (SURFUNCELL). In surface engineering of reinforced and nanostructured
composite and polymers, classical molecular dynamics has been used to simulate the effect of
functionalization of the mechanical properties of the CNT and calculate the stress strain slope as
well as the interfacial interactions between CNTs and polymeric matrices (POCO), to extract local
traction and crack opening displacement data and calculate densities, glass transition
temperature, volumetric coefficient of thermal expansion and isotropic mechanical properties to
validate the simulation of the polymer network formation in the epoxy resin (NANOINTERFACE).
In hydrogen storage and fuel cells development, it has been used to simulate adsorption in
proton exchange membranes (HYPOMAP).

2.2.2 Ab initio molecular dynamics

With the progress of computational speed and memory, it is possible to perform calculations of
Molecular Dynamics which take into consideration explicitly the effect of the electrons in the
calculation of the forces (ab initio MD). Although still limited to smaller systems and shorter periods
of time than classical MD, a significant advantage of using ab-initio methods is the ability to study,
without empirical parameters, reactions that involve breaking or formation of covalent bonds,
tunneling and proton transport mechanisms.

The main challenge consists in calculating efficiently and accurately the forces acting on the nuclei
due to the electrons. Since many electrons are in the system their potential energy is represented by
a multidimensional surface for each nuclei configuration. Assuming that it is possible to decouple the
motion of the electrons from the motion of the nuclei (Born-Oppenheimer approximation), the
classical equations of motion for the nuclei are integrated using the sum of the interatomic potential
and the forces derived from the electron potential energy surface. At each time step, the ground-
state electronic potential surface can be calculated using standard quantum mechanical methods
(Born-Oppenheimer Molecular Dynamics) or introducing fictitious dynamics for the electrons which
follow adiabatically the nuclei and are subjected to small readjustments "on the fly" during the
nuclei evolution to keep them close to the ground state potential surface (Car-Parinello Molecular
Dynamics).



Ab initio MD has been used to calculate pressure induced metallisation of potential high
pressure superconductors (LEMSUPER), to calculate ab initio surface and interface energies in
metal alloys and electric active materials (MINTWELD), and to calculate magnetic properties,
solvatochromism, non-linear optical properties, like hyper-polarisability and two-photon

absorption of large solvated systems including more than 10,000 atoms (MONAMI).

2.2.3 Quantum mechanics/molecular mechanics (QM/MM)

For systems in which full consideration of electrons is not feasible, it may still be possible to perform
calculations that retain some quantum mechanical details. Quantum Mechanical/Molecular
Mechanics methods (QM/MM) consist in finding a working subdivision of the system into a part that
needs to be calculated at quantum mechanical level and a (larger) part that can be calculated using
classical force fields based molecular dynamics, the molecular mechanics part. For example, a
QM/MM scheme can be used to calculate the reactions occurring between a drug and the target
protein binding site atoms, while the rest of the protein is simulated with classical molecular
dynamics. The challenge is to define the forces at the interface between the region treated with QM
and the region treated with MM.

ONIOM-like scheme (DFT/MM) have been used to simulate the formation energy of inclusion
complexes in layered magnesium oxides, relevant for the synthesis of quasi-solid electrolytes
to be used in solar cells and binding energy of the different crystallographic phases to organic
passivants (INNOVASOL).

QM/MM has been used to calculate the adhesion of proteins at the interface between a
glassy SiO2 phase and a water solution, relevant to pharmaceutical applications and the
cohesion between a glassy SiO2 phase and crystalline TiO2 phases, relevant to thin-layer-
based conditioning of glass materials for applications in architectural glass and photovoltaic
cells (ADGLASS).

DFT/MM gives reaction paths and relative energies of stationary points in organic-based
electronic devices (MINOTOR).

2.3. Statistical Methods (Monte Carlo molecular models)

In the mathematical framework of statistical mechanics, it is not necessary to follow the dynamics of
the systems to calculate macroscopic observables. These are in fact derived from an accurate
sampling of all equivalent microscopic configurations of the system.

Monte Carlo (MC) methods are statistically based methods. They generate non-sequential
configurations of the system according to appropriate Boltzmann probabilities for the system. The
model employs the Metropolis algorithm and Markov chain protocol in order to determine a new
state for a system from a previous one. The new configuration is then accepted or rejected on the
basis of importance sampling criteria.

Then macroscopic observables (e.g. temperature, pressure, work, heat, free energy, and entropy) are
calculated from the positions of the atoms in all configurations sampled, even if each subsequent
configurations are not connected with each other in time.



With MC models the sampling efficiency can be increased, which is particularly important where the
potential surface contains many local minima (as in close to state transitions, in large proteins etc).

The success of this method in statistical mechanics has led to various generalisations, such as the
method of simulated annealing for energy optimisation of a system, in which a fictitious high
temperature is introduced to obtain a fully random sample and then gradually lowered to obtain a
configuration close to the ground state. Hybrid Monte Carlo methods introduce an acceptance
criterion into molecular dynamics simulations, allowing the use of large time steps. Kinetic Monte
Carlo methods apply the same statistical principles to simulate the time evolution of the processes
under consideration. Typically these are processes that occur with a given known rate and the rates
with which these processes evolve are inputs to the KMC algorithm, the method itself cannot predict
them.

Monte Carlo based methods have been used to predict the sorption isotherms in the
investigated materials: zeolitic imidazolate frameworks, hyperbranched aminosilicas, and
functionalised polymers (AMCOS), to study the aggregation of C-S-H particles growth of
microstructure using macroscale parameters (CODICE), to calculate diffusivities of charge
carriers and band structure for up to 10000 atoms (HIPERSOL), to calculate charge carrier
propagation and density in the doped layer (MINOTOR), to calculate statistical variability of
electrical impact of defects (MORDRED). Kinetic Monte Carlo models have been used to
calculate charge propagation and charge carrier mobility, to quantify the impact of different
dielectrics on the charge carrier mobility and the exciton diffusion length (ONE-P); and to
follow the evolution of individual defects to calculate irreversible processes at atomic scale
under irradiation conditions (RADINTERFACES).

Monte Carlo method was also used to solve the Boltzmann transport equation for the
description of gas flow and plasma to calculate particle motion, interaction between phases,
and transport proprieties in oxide based electronic materials (ORAMA).

2.4. Atomistic spin models

Spin models are used to describe magnetic material properties. A spin here normally
represents the magnetic moment of an atom, the energy of which is typically parameterized
within a Heisenberg formalism, though even relativistic interactions, like Dzyaloshinskii-
Moriyam interactions or anisotropies can be taken into account. The fact that magnetic
structures are described on an atomic level allows for an investigation of ferromagnets as well
as ferrimagnets and antiferromagnets or even heterostructures composed of different
materials.

In the classical limit the equation of motion is the Landau-Lifshitz-Gilbert (LLG) equation.

The LLG equation describes the spin precession that follows from Heisenberg’s equation of
motion and its relaxation into an equilibrium direction via a damping term (either after Landau
and Lifshitz or after Gilbert) with a corresponding damping parameter. Though the LLG
equation is partly phenomenological this approach turns out to be very successful.

When augmented by a stochastic term to introduce Langevin dynamics it allows for the
calculation of thermal equilibrium and non-equilibrium properties of magnetic systems where
the heat-bath can be provided by phononic or electronic degrees of freedom. With that
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approach equilibrium properties like phase transition can be described and investigated as well
as ultra-fast phenomena as, e.g., optically induced switching events.

Currently, up to 108 spins can be treated numerically, for 2-D structures corresponding to up to
1000nm length scale, and up to some nano seconds time scale.

This model has been used to calculate dissipation channels and energy transfer in order to
identify optimal materials for ultrafast optically induced magnetic switching and the
relevance of the specific spin ordering in ferro-, ferri-, antiferro-magnetic and magnetic
semiconductors (FEMTOSPIN).

2.5 Semi-classical non-equilibrium spin transport model

Irradiation of a ferromagnetic metal layer with a femtosecond laser pulse causes a sudden
demagnetization within a few hundred femtoseconds. While this discovery holds potential for an
“ultrafast” revolution of existing hard disk technology, the underlying physical mechanism of
ultrafast laser-induced demagnetization could not yet be uncovered. Computational modelling is
needed to unravel the various possible contributions to the demagnetization processes.

A model to describe the laser-induced non-equilibrium transport occurring on the nanoscale has
been developed. The model treats explicitly the laser-created distribution of highly energetic, spin-
polarized electrons, which immediately start to move randomly through the material (typical
velocities of several nm/fs). These hot non-equilibrium electrons undergo random scattering with
other electrons or with phonons and thereby they loose energy, i.e., the process of electron
thermalization. Solving numerically the derived transport equation, using spin-lifetimes taken from
ab-initio calculations, reveals that laser-excited hot electron transport occurs neither in the diffusive
nor ballistic regime, it is superdiffusive. Moreover, as spin-majority and minority electrons have
distinct lifetimes, fast spin-dynamics on the femtosecond time scale is generated.

Notably, superdiffusive transport of mainly spin-majority electrons causes an ultrafast
demagnetization of the ferromagnetic layer. The modelled time-dependent magnetization M(t) of a
17 nm Ni layer on Al is in good agreement with the measured demagnetization, which exemplifies
that ultrafast spin-transport acts as a mechanism for laser-induced demagnetization.

Multiscale modelling of ultrafast spin-dynamics is performed in FEMTOSPIN. To
comprehensively model the various spin-dynamical processes, occurring on different length-
and time-scales, different computational approaches are needed. FEMTOSPIN is using the
non-equilibrium spin transport model to simulate the laser-induced hot electron transport on
the femtosecond time-scale, treating magnetic layered heterostructures with a total layer
thickness of about 100 nm.




Chapter 3
Meso-scale models

Meso-scopic models address 10° up to unlimited number of atoms, length scales of 200nm-mm and
timescales of ms-s. They can be based on their equivalent atomistic equations. Molecular models
belong to this class if they group more than one atom together in order to allow simulation of larger
systems and for longer times, although in so doing they loose some of the atomistic details.

Also micro-magnetics is classified in this group due to the scales addressed (length scale 1 nm - 100
mm, timescale 1ps-1000ns). Note that scientists, coming from continuum physics, call this area
"micro", but in the large constellation of models addressing materials, this scale is intermediate and
called 'meso'.

Even if the mathematical details of many models may be similar to the ones already discussed and
don't need to be repeated here, some implications and unique aspects of meso-scopic models will be
highlighted in this Chapter.

3.1. Statistical meso-scopic models

Monte Carlo molecular models can be applied at a meso-scopic level, but no specific aspects of the
model need to be added to those already discussed.

Lattice gas automata (LGA) or lattice gas cellular automata (LGCA) models are used to simulate
diffusion. It was the precursor to the lattice Boltzmann models. From the LGCA, it is possible to
derive the macroscopic Navier-Stokes equations (see Ch 4.2). These models comprise of a lattice,
where the sites on the lattice can take a certain number of different states. The various states are
'particles' with certain velocities. Evolution of the simulation is done in discrete time steps. After
each time step, the state at a given site can be determined by the state of the site itself and
neighboring sites, before the time step. The state at each site is purely Boolean. At a given site, there
either s or is not a particle that is moving up. At each time step, two processes are carried out,
propagation and collision. In the propagation step, each particle will move to a neighboring site
determined by the velocity that particle had. Barring any collisions, a particle with an upwards
velocity will after the time step maintain that velocity, but be moved to the neighboring site above
the original site. The so-called exclusion principle prevents two or more particles from travelling on
the same link in the same direction.

In the collision step, collision rules are used to determine what happens if multiple particles reach
the same site. These collision rules are required to maintain mass conservation, and conserve the
total momentum; the block cellular automaton model can be used to achieve these conservation
laws. Note that the exclusion principle does not prevent two particles from travelling on the same
link in opposite directions. When this happens, the two particles pass each other without colliding.
Macroscopic quantities like the density at a site can be found by counting the number of particles at
each site. If the particles are multiplied with the unit velocity before being summed, one can obtain
the momentum at the site. However, calculating density, momentum, and velocity for individual sites
is subject to a large amount of noise, and in practice, one would average over a larger region to
obtain more reasonable results. Ensemble averaging is often used to reduce the statistical noise
further.



Kinetic Monte Carlo and lattice gas automata have been used to calculate diffusive transport
and sorption of carbon dioxide (AMCQOS), to simulate the release of the healing agent from
micro-containers and its propagation during self-healing action (MUST) and to calculate
charge and mass transfer (SUPERLION).

Kinetic meso-scopic Monte Carlo has been used to evaluate effective H diffusivities under
different strain conditions and trap densities and temperature (MULTIHY).

3.2. Meso-scopic particle-based models

Coarse-grained Molecular Dynamics

Coarse-grained Molecular Dynamics is a particular kind of classical molecular dynamics where a force
field is developed for a group of atoms as large single unit, also called pseudo atom.

The simplest form of coarse-graining is the "united atom" (sometimes called "extended atom") and
was used in most early MD simulations of proteins, lipids and nucleic acids. For example, instead of
treating all four atoms of a CH3; methyl group explicitly (or all three atoms of CH, methylene group),
one represents the whole group with a single pseudo-atom. This pseudo-atom must, of course, be
properly parameterized so that its van der Waals interactions with other groups have the proper
distance-dependence. Similar considerations apply to the bonds, angles, and torsions in which the
pseudo-atom participates. In this kind of united atom representation, one typically eliminates all
explicit hydrogen atoms except those that have the capability to participate in hydrogen bonds
("polar hydrogens"). This approximation can provide substantial savings in computer time as coarse-
grained models can provide a simpler representation of nucleotides and acids which are large
molecular units for the simulation of larger systems: DNA/RNA strands, long chain polymer,
membrane lipids and proteins.

The mathematical challenge is in the calculation of the forces, in the determination of the pseudo-
atoms charge distribution and in the parametrisation of these coarser-grained potentials.

Coarse grained models are used to describe the competition between cohesive and adhesive
failure and cross-linked models of epoxy networks (NANOINTERFACE) and to study the
structure and dynamics of silica-polystyrene nanocomposite systems (NANOMODEL). Particle-
based coarse-grained models have also been used to calculate the flow of latex particles to
obtain semi-quantitative predictions of linear and non-linear rheology (MODIFY) and the
formation of layers of nanoparticles on cellulose surfaces (SURFUNCELL).

Discrete lattice model

An alternative to coarse-grain simulations in solids is to use an atomic finite element model (discrete
lattice model). This consists in using units like bars, or trusses, just like the elements in a standard
finite element analysis. The behaviour of the bar is described by an interatomic potential. This
enables an atomic lattice to be modelled by an assemblage of members that deform according to a
prescribed interatomic potential, which governs their relative separations under applied loading. A
key feature of the atomic finite element model is that it results in a finite element equation with



displacement degrees of freedom. An atomic finite element mesh can be directly coupled to other
element types and to find element models at larger scales.

3.3. Micromagnetic models

Micromagnetics deals with the interactions between magnetic moments on sub-micrometre length
scales. The underlying assumption is that the spins at electronic and atomic level are coupled to one
"macro-spin". These interactions are described by several competing energy terms. Exchange
interaction (responsible for the very existence of ferro- and antiferromagnetic materials) ‘attempts’
to align adjacent magnetic moments (in ferromagnetic materials) or antiparallel (in antiferromagnetic
materials). Magnetodipolar contribution accounts for the energy of a magnetic moment in the
(dipolar) field created by all other moments of a magnetic body. Anisotropy energy is mainly due to
the spin-orbit interaction and the anisotropy of the crystal lattice: it is low when the magnetic
moments are aligned along a particular crystallographic direction. Zeeman energy describes the
interaction between magnetic moments and external magnetic field and is at its lowest when the
moments lie parallel to this external field. The competition of these interactions under different
conditions is responsible for the overall behavior of a magnet.

Since the equilibrium arrangement of magnetic moments (“magnetisation configuration”) is usually
(but not always!)the one in which the total magnetic energy is lowest, the sum of these four energy
terms will ‘attempt’ to become as small as possible (with some energy terms decreasing at the
expense of the others), yielding complex physical interactions.

A form of the Landau-Lifshitz-Gilbert equation is used to solve time-dependent micromagnetic
problems. An essential merit of the micromagnetic theory concerns the answer to the question, how
the effective magnetic field depends on the relevant

Usually the exchange interaction and the magnetic dipole-dipole interaction term play the
dominating role, usually a competing one. In particular: due to the last term the effective field is a
nonlocal function of the magnetisation, i.e. although the Landau-Lifshitz-Gilbert equation looks
relatively harmless, one is actually dealing with a complicated nonlinear set of integro-differential
equations.

The necessary material constants can either come from measurements or from electron-spin and
atomistic ab-initio models.

DYNAMAG is using micromagnetics OOMFF , NMAG and DGCA models for spin dynamics
including spin transfer and anti-ferromagnetic and ferromagnetic sub-lattices interactions.

FEMTOSPIN is using micromagnetics model called 'Madrid/Konstanz code' to predict the
behaviour of ferrimagnetic and anti-ferromagnetic materials and magnetic semiconductors
for heat assisted recording.

MAGNONICS uses several micromagnetic codes (finite-difference codes MicroMagus and
OOMMIF and a finite-element package Nmag) to compute magnetization reversal processes
and pico- and nanosecond magnetization dynamics in structured arrays of magnetic
nanoelements.




MASTER is using a micromagnetics model based on the Landau-Lifshitz-Gilbert equation
called SPINPM to predict magnetisation dynamics in an array of hetero-structures.

NAMASTE is using an in-house micromagnetics code to calculate magnetisation, relativistic
magneto-crystalline anisotropy constants, gilbert damping coefficients and magneto-
resistance coefficients of metals and magneto-transport properties of ferromagnetic
semiconductor nanostructures.

REFREEMAG is using micromagnetics dynamic models based on Landau-Lifshitz-Glibert
equation called FEMME and MAGPAR to calculate the shape anisotropy and hysteresis
properties of meso-scopic magnetic structures including coercive field and switching times.
Also the thermal stability depending on geometry and the size of the magnetic volumes is
calculated.

SSEEC is using a micromagnetics model to provide the exchange coupling at nano-scale
between "particles" in a composite (meta) material.

ULTRAMAGNETRON has used a micromagnetics code based on the LLBloch equation at nm
scale taking the exchange coupling as well as the dipolar interaction into account to calculate
magnetisation at elevated temperatures and the dynamics of ferrimagnetic materials.




Chapter 4
Continuum modelling of materials

Parts of this text have been taken from Wikipedia

This chapter concerns with designing materials with desired continuum scale properties. Modeling
for materials design is about investigation of relations between chemical composition,
microstructure and effective properties.

Materials, such as solids, liquids and gases, are composed of molecules separated by empty space.
Physical and chemical processes at the smallest scale are modeled by electronic and atomistic models as
addressed in Chapter 1 & 2. However, certain physical phenomena can be modeled assuming the
materials exist as a continuum, meaning the matter in the body is continuously distributed and fills the
entire region of space it occupies. A continuum is a body that can be sub-divided into infinitesimal
elements assuming that the substance of the object completely fills the space it occupies. The element is
assumed to have the properties of the bulk material. In these elements the processes at smaller scale
are averaged out. Many physical phenomena are multi-scale in nature and researchers must look to
multi-scale methods that couple electronic, atomistic and continuum simulations. This linking will be
addressed in Chapter 6. In this Chapter continuum models will be described.

The length scale for continuum modelling has two limits: the lower limit is related to the notion
"continuum" and this lower limit is much bigger than a molecule; the upper limit is related to the
requirement that the model adequately describes reality and this upper limit is thus smaller than any
spatial variation in material properties. When the spatial variation length scales are not much greater
than that of inter-atomic distances or when a continuum of a finer resolution is to be established
statistical mechanics is used (see Chapter 3) and modellers employ statistical volume elements and
random continuum fields linking continuum mechanics to statistical mechanics. Specifically for fluids,
the Knudsen number is used to assess to what extent the approximation of continuity can be made.

In continuum modeling it is possible to apply a chain of modelling that uses the same physics and
chemistry equations applied to different scales. Often the modeling at a smaller scale is called "micro-
modeling" and the results of these models are, after being homogenised, fed into "macro-models" in the
form of new macroscopic constitutive equations (a concept that will be elaborated below).

This chapter will deal with

4.1 Continuum mechanics (solids and fluids)
4.2 Chemistry
4.3 Electromagnetism

The text has been rigorously organised along the concepts
e Fundamental physics and chemistry laws (conservation equations) forming the model
e Material specification in constitutive equations and constraints

4.1 Continuum mechanics

The parts of continuum mechanics addressed in material science and technology are:



Elasticity and visco-elasticity
Describes materials that return to their rest
shape after an applied stress.

Solid mechanics

The study of the
Continuum physics of continuous Plasticity
mechanics materials with a Describes materials Rheology

defined rest shape. that permanently The St}JdV O]_c
The study of deform after a materials with
the physics of sufficient applied both solid and
continuous stress. fluid o
materials Fluid mechanics Non-Newtonian fluids characteristics.
(Chapter 1)

The study of the
physics of continuous
materials which take
the shape of their
container.

Newtonian fluids

Continuum
Thermodynamics
The study of energy
conversion

Conservation equations

Fundamental physical laws such as the conservation of mass, the conservation of momentum, and
the conservation of energy are including the physical principles that govern the mechanical response
of a continuous medium. These laws allow us to write mathematical relationships of physical
quantities like displacements, velocities, temperature, stresses and strains in mechanical systems.
The solution to the equations represents the response of the system. The equations of motion and
equilibrium e.g. are derived from the fundamental principle of conservation of linear momentum.
Heat flow is derived from the energy conservation law.

Constitutive equations

Information about the particular material studied (e.g. material constants) and its response to
external agents (e.g. forces or fields) is added through a constitutive relation, expressing that the
material is homogeneous or inhomogeneous, isotropic or anisotropic, linear or nonlinear or thermo-
elastic or that the material shows plasticity, visco-elasticity, or visco-plasticity. In more general terms
the constitutive equations relate the primary field variables (like density, temperature, displacement
and velocity) to secondary field variables (energy, heat and stress). The detail employed may be
macroscopic or microscopic, depending upon the level necessary to the problem under scrutiny.

These relations might be derived from theory, models at finer scale, experimentally or they might be
"phenomenological".

The theoretical derivation of a material's constitutive equations is a common, important, and
sometimes difficult task in theoretical materials science. Here, the constitutive equations are
determined by calculating how a molecule responds to the local fields. This might e.g. be the Lorentz



force or lattice vibrations in crystals or bond forces. This requires finer scale models like the ones
discussed in Chapter 1, 2 and 3.

Phenomenology goes beyond purely empirical data as it involves a certain concept. A
phenomenological constitutive equation is not completely based on physical mechanisms
responsible for the behaviour. As a rule, phenomenological relations take the form of a system of
equations (of algebraic, differential or integral type) with a number of parameters (or functions) to
be identified from experiments.

Kinematic constraints

The model equations are the conservation equations. Material information enters the system via
constitutive equations and material information can also enter via constraints on the solution. Such
constraints are e.g. used in simplified Molecular Dynamics and in Material Mechanics. In Material
Mechanics kinematic constraints express the limits on the movement due to the properties of the
material.

Geometric changes in a continuous medium (in static or dynamic equilibrium under mechanical
and/or thermal forces) are expressed by the conservation laws, constitutive equations and kinematic
constraints considered jointly. The solution describes how each little part of a material moves and
where it will go and how large a space will be occupied in a certain place and time.

(People involved in continuum mechanics call this solution “the kinematic equations”.)

Kinematic behavior as expressed in the solution is often a necessary basis for the formulation of
constitutive equations for larger scale models. Also the temperature gradient can be part of this
description.

Governing equations

The conservation equations together with the constitutive equations and constraints are called the
governing equations.

4.1.1 Solid Mechanics

Solid mechanics is the branch of mechanics, that is concerned with properties and behavior of solid
matter under external actions like external forces, temperature changes, applied displacements.

Contact mechanics is the study of deformation and behaviour of bodies that touch each other and
may undergo relative motion and contact phenomena such as friction, lubrication, wear, heat
transfer.

Modeling of materials behavior under service conditions is about predicting materials behavior
under e.g. mechanical (static or dynamic) loading, thermo-mechanical loading, chemically aggressive
environment (e.g. all types of corrosion) and combinations thereof.

In continuum modeling also a chain of modeling can be applied that uses the same physics and
chemistry equations applied to different scales. When continuum mechanics is applied to the



smaller (nm and pum) scale it is called "continuum micro-mechanics" (note this name refers to the
dimensions of the sample only) and the larger scale case is called "macro-mechanics".

Micromechanics

Heterogeneous materials, such as composites, solid foams, poly-crystals and human intervertebral discs,
consist of clearly distinguishable constituents (or phases) that show different mechanical and physical
material properties. Micromechanics of materials predict the response of the heterogeneous material
on the basis of the geometries and properties of the individual phases. The results are then
"homogenised" to describe the properties and behaviour of a heterogeneous material. Such properties
and behaviour are often difficult to measure experimentally, and micromechanics models can avoid
expensive tests that would involve a large number of permutations of constituent material
combinations; fibre and particle volume fractions; fibre and particle arrangements and processing
histories.

Micromechanics of materials can also evaluate the local (stress and strain) fields in the phases for
given macroscopic load states, phase properties, and phase geometries. Such knowledge is
especially important in understanding and describing material damage and failure.

Macro-mechanics

The same continuum mechanics governing equations (conservation and constitutive equations of
the same form) can be applied to larger (macro) scales and this is called "continuum macro-
mechanics". The constitutive equations can either be calculated by micromechanics or experimental
or phenomenological constitutive equations can be used.

Examples of micro and macro-mechanics modelling

Heterogeneous materials, such as composites, solid foams and poly-crystals have been
modelled a.o. by MATRANS, IMS&CPS and NANOINTERFACE.

CODICE developed micro and macro models to predict the structural evolution of cement.

DISC REGENERATION is modelling the biphasic properties of soft tissues of the intervertebral
disc to calculate hydrostatic stresses and deformation of the disc using poro-hyper-elastic
constitutive equations.

IMS&CPS is modeling materials consisting of composites or fibers which move during
fabrication or during in-service operations.

MODIFY developed a model for the response of polymer acrylics to elongational deformation
fields.

NPMIMETIC developed a hybrid model, using the multi body system tool to predict the motion
and deformation of intervertebral discs. The kinematics, stress distribution and its effects can
be analysed simultaneously, allowing a more precise definition of the loading state of the
different parts.

SIMUGLASS is modelling glass behaviour including thermal transport phenomena and large
scale deformation in a thermo-moulding process to predict the index drop inside glass
material.




1.

Stress-Strain constitutive equations for solid mechanics

A material has a rest shape and its shape departs away from the rest shape due to stress (force per
unit area). The amount of departure from rest shape is called deformation; the proportion of
deformation to original size is called strain. The strain induces stresses in the material (and vice
versa) and how they exactly do this in a particular material is expressed in the constitutive equations
for solid mechanics relating the strain to the stress.

There are four major models that describe how a solid responds to an applied stress:

Elastically — If the applied stress is sufficiently low (or the imposed strain is small enough), almost all
solid materials behave in such a way that the strain is directly proportional to the stress; the
coefficient of the proportion is called the modulus of elasticity. This region of deformation is known
as the linearly elastic region. When an applied stress is removed, the material returns to its un-
deformed state, i.e. no permanent strain remains after unloading. Linearly elastic materials, those
that deform proportionally to the applied load, can be described by the linear elasticity constitutive
equations such as Hooke's law. When the strain becomes larger the material might react non-linearly
and this is called hyper-elasticity.

DISC REGENERATION is using poro-hyper-elastic constitutive equations in their model for
biphasic properties of soft tissues of the intervertebral disc. With this they calculate
hydrostatic stresses and deformation of the disc.

MATRANS is using standard linear thermo-elasticity constitutive equations in their macro-
scale thermo-mechanics model. Material parameters in the constitutive equations for
composites are obtained from micromechanics.

SIMUGLASS is using elastic and viscoelastic constitutive equations in their macro-mechanics
models and combined with the ideal gas equation they model glass behaviour including
thermal transport phenomena and large scale deformation in a thermo-moulding process
and to predict the index drop inside glass material.

SMASH is using linear elasticity constitutive equations in the model for strain in hetero-
structures and with this they predict structure parameters for optimised LED performance.

ROLICER is using elastic and thermo-elastic constitutive equations in ANSYS and ABAQUS to
obtain material stresses as a function of material properties and realistic working conditions.

Viscoelastically — These are materials that behave elastically, but also have damping: when the stress
is applied and removed, work has to be done against the damping effects and is converted in heat
within the material resulting in a hysteresis loop in the stress—strain curve. This implies that the
material response is time dependent or rate sensitive. This is modeled by constitutive equations
resulting from the superposition of the elastic (spring) and viscous (dashpot) models, which can be
joined in series (Maxwell solid) or in parallel (Kelvin solid) or as various combinations of spring-
dashpot assemblies.

NPMIMETIC is using an in-house hyper-visco-elastic constitutive equation in their model for
bulk material. With this they simulate the mechanical properties of the native nucleus
pulposus within the intervertebral disc.

ROLICER is using an elasto-hydro-dynamics constitutive equation to calculate loading limits.
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3.

SIMUGLASS is using elastic and viscoelastic constitutive equations in their macro-mechanics
models and combined with the ideal gas equation they model glass behaviour including
thermal transport phenomena and large scale deformation in a thermo-moulding process
and to predict the index drop inside glass material.

Plastically — Materials that behave elastically generally do so when the applied stress is less than a
yield value. When the stress is greater than the yield stress, the material behaves plastically and does
not return to its previous state. That is, deformation that occurs after yield is permanent. This is
modeled by constitutive equations in which the total strain is decomposed into elastic and plastic
part. The onset of plastic flow is characterised by a yield condition and the elastic strains are related
to the stresses by Hooke’s law, whereas the constitutive equation for the plastic strain increment
(flow rule) is obtained from the plastic potential, often assumed the same as the yield function. The
plastic potential specifies the components (to within a multiplier) and the direction of the vector of
plastic strain increment (exterior normal of the flow surface) through the system of partial
differential equations.

NANOINTERFACE is using a semi-analytical plasticity constitutive equation for Cu/polymer
interfaces to establish cohesive/adhesive interfacial delamination criteria under external
loading and to quantify the effect of roughness on adhesive properties.

MATRANS is using elasto-plastic constitutive equations to model residual stresses after
sintering of composites and FGMs.

Rheologically - Rheology is the study of the flow of "'soft solids' or solids which respond plastically
rather than deforming elastically in response to an applied force (see also Chapter 4.1.2). It applies to
substances which have a complex molecular structure, such as muds, sludges, suspensions, polymers
and other glass formers (e.g. silicates), as well as many foods and additives, bodily fluids (e.g. blood)
and other biological materials. This is modeled by constitutive equations of non-Newtonian fluid
mechanics or linear or nonlinear viscoelasticity and plasticity.

Here speaking of a linear elastic material, plastic material, viscoelastic material, means that their
behavior under external loading follows that of the corresponding constitutive equation.

The above classification does not cover possible non-mechanical effects. Among them, heat
conduction and temperature effects play an important role in a number of applications. The next
section treats briefly this issue.

Case studies: Governing equations describing behavior of solid materials

Under the action of thermo-mechanical loadings the materials may undergo such processes as
fatigue, fracture, creep, wear and oxidation etc. Wear, fatigue and fracture are processes that start at
a fine scale and a detailed geometry is necessary to capture these processes otherwise lost in
homogenisation. These processes are thus described by a multi-scale approach.

Fatigue/damage

In materials science, fatigue is the progressive and localized structural damage that occurs when a
material is subjected to cyclic loading. If the loads are above a certain threshold, microscopic cracks
will begin to form. In homogeneous materials, like metals, eventually a crack will reach a critical size,
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and the structure will suddenly fracture. In heterogeneous materials fatigue damage can be
distributed and material can still bear load notwithstanding excessive micro-cracking.

The shape of the structure will significantly affect the fatigue life; square holes or sharp corners will
lead to elevated local stresses where fatigue cracks can initiate. Round holes and smooth transitions
or fillets are therefore important to increase the fatigue strength of the structure.

Fatigue is modeled with the solid mechanics equations closed by constitutive damage equations like
Miner's, Paris's or Goodman's rule. This system describes how so-called damage variables change
under applied stress-strain state and give the change of the load-carrying ability (for example,
material stiffness) with the changing damage variables.

For multi-scale modeling at the micro- and macro-scales the same physics (physical principles) for
both scales can be used. To model fatigue the energy equations are formulated to describe the
energy balance with account for the stress transfer at a fine scale with different possible scenarios of
damage localisation. The results are then fed into a macro-scale mechanics model.

IMS &CPS has developed simple in-house solid mechanics analytical & FEM models to
describe damage initiation on the macro-scale. The constitutive equation is of the static linear
mechanics type. This model predicts transverse damage initiation in carbon fabric/polymer
composites with and without carbon nanotubes.

MATRANS is modelling fatigue using the elastic strain energy balance and the particle-matrix
interactions. They also use damage theory to model micro-cracking due to residual stresses
after sintering. The same physics is used at the micro and macro scale considering the stress
transfer between the brittle particles, interphase and ductile-matrix.The constitutive equation
is that of linear thermo-elasticity with damage for the ceramic reinforcement and the elasto-
plastic for the metal matrix.

RADINTERFACE is using a new hybrid kinetic Monte Carlo-Molecular Dynamics model to
describe damage accumulation and with this they generate damage constitutive equations

Fracture mechanics is the field of mechanics concerned with the study of the propagation of cracks in

materials. In modern materials science, fracture mechanics is an important tool in improving the
mechanical performance of materials and components.

Fracture mechanics is a typical multi-scale problem: the initial crack starts at a very small scale
(having a very small process zone). It uses methods of solid mechanics to calculate the driving force
on a crack and those of experimental solid mechanics to characterize the material's resistance to
fracture. With the knowledge of the crack driving force and the crack resistance Griffith’s or Irwin’s
criterion is then used to assess the criticality of a crack.

Macroscopically speaking, the crack propagates if the driving force is larger than the fracture
toughness (i.e., Griffith’s energy balance). Now, the driving force and the fracture toughness are both
defined by multi-scale processes:



-the driving force is dependent on the mechanics at molecular-meso-micro-macro-scale (i.e.,
different dissipation mechanisms at different scales such as creation of new surfaces and
micro-scale plasticity)

-the fracture toughness is dependent on the physical properties of the material(s) at
molecular-meso-micro-macro-scales.

On the macro-scale, the integrity of structural members, such as beams, columns and shafts is also
an important issue, which is not only addressed by strength of materials or fracture mechanics
methods. The methods employed to predict the response of a structure under loading and its
susceptibility to various failure modes may take into account various properties of the materials
other than material yield strength and ultimate strength; for example, failure by buckling is
dependent on material stiffness and thus Young's Modulus.

CODICE is using constitutive equations in a lattice fracture model in which the continuum is
replaced by a lattice beam elements. The constitutive equations are derived from results of a
atomistic and analytical micromechanical models calculating the microstructure( linear-brittle
behaviour of the phases) which is mapped on the lattice beams by assigning them different
properties (elastic modulus and tensile strength of porous cement), depending on where the
beams lie (cement grain, inner C-S-H variety, overlapping C-S-H variety).

IMS &CPS has developed simple in-house solid mechanics analytical & FEM models to
describe delamination propagation on the macro-scale. This model predicts transverse
delamination propagation in carbon fabric/polymer composites with and without carbon
nanotubes.

MATRANS is using finite element method to compute configurational forces. The method is
capable of treating inhomogeneous (functionally graded) materials under static and dynamic
loadings. The crack driving force is computed as function of the loading, the crack length and
the elastic properties, which can vary in space. On micro-level a damage mechanics approach
was used (i.e. in the thermo-mechnical homogenisation) while in the macro mechanical
approach the focus is on fracture mechanical concepts (energy release rate). The damage
mechanics approach was rather simple using a maximal principal stress criterion in the brittle
ceramics, while a plastic strain criterion was used in the metallic phase. If the damage
indicator reached a critical value the element was "killed" from the FEM calculation.

ROLICER is using a solid mechanics model to describe crack nucleation based on traction
separation laws. Then they use a macro-scale structural model to study crack formation,
crack propagation, and fracture behaviour in ceramic materials. They also examine the
fracture properties of silicon nitride. They are testing the assumption of anisotropic fracture
of the 8-grains with a micromechanical finite elements simulation.

Creep
In materials science, creep is the tendency of a solid material to move slowly or deform permanently

under the influence of stresses. It occurs as a result of long term exposure to high levels of stress that
are below the yield strength of the material. Creep is more severe in materials that are subjected to
heat for long periods, and near melting point. Creep always increases with temperature. Depending
on the magnitude of the applied stress and its duration, the deformation may become so large that a
component can no longer perform its function. But moderate creep in concrete is sometimes
welcomed because it relieves tensile stresses that might otherwise lead to cracking.
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The rate of this deformation is a function of the material properties, exposure time, exposure
temperature and the applied structural load. Unlike brittle fracture, creep deformation does not
occur suddenly upon the application of stress. Instead, strain accumulates as a result of long-term
stress. Creep is a "time-dependent" deformation. The constitutive equations for creep are those of
the plastic flow (cf. above) with the concept of yield condition and associated flow rule or a creep
potential function different than the yield function.

DISC REGENERATION is modeling the effect of creep on the relaxation of soft tissues under
sustained compression simulating the standing of a person during daily activities.

Wear

In materials science, wear is erosion or sideways displacement of material from its "derivative" and
original position on a solid surface performed by the action of another surface. Wear is related to
interactions between surfaces and more specifically the removal and deformation of material on a
surface as a result of mechanical action of the opposite surface (see also chemical diffusion under
CFD in Chapter 4.1.2)

Impulse wear e.g. can be described by a constitutive equations based on a synthesized average on
the energy transport between two travelling solids in opposite converging contact.

The micro-scale calculations are performed to obtain the averaged activation parameter for the
oxidation process. The macro-scale calculations are done to explicitly model wear and oxidation. But
the time dependent parameters needed to do that are obtained from micro-scale calculation. The
temperature distribution around a single asperity can reach very high values. This might be lost in
homogenisation as on the macro level, the averaged temperature in the unit cell containing the
asperity, can be well below the oxidation threshold. Thus micro scale calculations are needed to
obtain the exact temperature distribution around the asperity. To do that standard heat conduction
models can be applied with the heat flux acting on the upper surface of the conical asperity. Having
this micro-scale temperature, an averaged activation factor for oxidation can be calculated, which
allows the oxidation to take place for relatively low temperatures on the macro scale.

In short: on the micro-scale only heat conduction and temperature distribution need to be
calculated. But on the micro-level, a completely different geometry is used, a conical asperity,
whereas on the macro scale the contact zone could e.g. be flat. On the macro scale other mechanical
processes can be simulated, not part of micro-level simulations.

CODICE has developed models for the development of wear and fracture and predicted the
degradation by ammonium nitrata of porous cement structures. It is a finite element model,
which solves the Nernst-Plank equations over a voxeled cementitious structure (composed of
cement grains, C-S-H varieties and pore space) in which ammonium nitrate solutions flow
through the porous network. The phenomenological constitutive equations for the wear
model import information about the micro-structural changes which take place when the
ammonium nitrate ions react with the solid phases and calcium ions are released into the
solution. Upon this reaction the diffusion constants are readjusted. The model can simulate
the effect of accelerated calcium leaching (an intrinsic osteoporosis-like degradation process)
for cementitious structures.




MATRANS is modelling progressive wear. The constitutive equation is of the Archard type, i.e.
wear volume is proportional to energy dissipated at the contact interface (equivalently, the
wear volume is proportional to normal force and sliding distance). For the description of
material deformation, heat transfer, and temperature distribution the same constitutive
relation in macro and micro scale are used but calculations are performed assuming different
geometries. On the micro-scale the real surface topography is considered, and Finite Element
Analysis with thermo-mechanical coupling was used for the calculation of averaged wear-
oxidation parameters. In macro scale flat surface was assumed.

Corrosion (oxidation) is to be included in wear phenomena, when the damage is amplified and

performed by chemical reactions rather than mechanical action. The constitutive equations can be
chemical, but can also be purely phenomenological without any account of the underlying chemical
process. In such models the rate of change of mass of the corrosion product (oxide) is related to
temperature and time based on experimentally observed relations from thermo-gravimetric analysis
(TGA). Chemical properties of the oxide layer are considered through parameters in the
phenomenological function approximating results of the TGA.

MATRANS is using a coupled heat conduction model for oxidation and wear to predict oxide
masses. On the micro-scale a conical geometry of the asperity is used, whereas on the macro-
scale the contact zone is modeled as flat.

New constitutive equations for solid mechanics

Note that the conservation equations are not often subject to new modelling and it is thus rather
rare that mechanical models discover new physics. However modelling does take place on the
constitutive equations modelling the material properties.

MODIFY developed new macroscopic constitutive equations capable of describing quite reliably
the deformation equations (e.g., the shear and elongational behaviour) of the synthesized PSA
materials. The new equation utilizes generalized expressions for the strain energy density as a
function of the three invariants of the conformation or deformation gradient tensor. In limiting
cases, it reduces to known laws widely used to describe hyper-elastic materials, such as the
Rivlin-Saunders and Hart-Smith theories.

MULTIHY has developed macroscopic models based on novel set of constitutive equations for H
diffusion capable of exploiting the information being derived from the atomistic calculations.
The equations are more generalised than those commonly used in the literature, enabling the
description of hydrogen diffusion under a broader range of conditions (e.g. temperature
variations, trap occupancies) as before.

POCO developed an electro-dynamics constitutive equations relating the polarisability of the
CNTs, the electric field applied and the viscosity of the polymer with the torque.
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4.1.2 Fluid Mechanics

Fluid mechanics is the study of the motion of fluids due to forces. (Fluids include liquids, gases, and
plasmas if sufficiently dense to be a continuum)

The foundational axioms of fluid dynamics are the conservation laws, specifically, conservation of
mass, conservation of linear momentum (also known as Newton's Second Law of Motion), and
conservation of energy (also known as First Law of Thermodynamics). These can be reworked to give
the Navier—Stokes equations, named after Claude-Louis Navier and George Gabriel Stokes, which are
a non-linear set of differential equations that describes the flow of a fluid whose stress depends
linearly on velocity gradients and pressure. The solution to a fluid dynamics problem typically
involves solving these equations calculating speed, pressure, density and temperature.

Flow of electrically conducting fluids (e.g. fluids including plasmas, liquid metals, and salt water) in
electromagnetic fields need to be described by coupled Navier-Stokes equations and Maxwell's
equations of electromagnetism, which need to be solved simultaneously. This part of fluid dynamics
is called magneto-hydrodynamics.

SIMBA is doing plasma modeling for reaction chambers.

Flow models

Modelling efforts simplify the principle physical equations in a number of ways, and set of
approximations will be discussed.

Compressible vs incompressible flow

All fluids are compressible to some extent, that is, changes in pressure or temperature will result in
changes in density. However, in many situations the changes in pressure and temperature are
sufficiently small that the changes in density are negligible. In this case the flow can be modeled as
an incompressible flow. Otherwise the more general compressible flow equations must be used.
Mathematically, incompressibility is expressed by saying that the density p of a fluid parcel does not
change as it moves in the flow field.

This additional constraint simplifies the governing equations, especially in the case when the fluid
has a uniform density.

Viscous vs inviscid flow

Viscous problems are those in which fluid friction has significant effects on the fluid motion.

The Reynolds number, which is a ratio between inertial and viscous forces, can be used to evaluate
whether viscous or inviscid equations are appropriate to the problem.

Stokes flow is flow at very low Reynolds numbers, Re<<1, such that inertial forces can be neglected
compared to viscous forces.

On the contrary, high Reynolds numbers indicate that the inertial forces are more significant than the
viscous (friction) forces. Therefore, one may assume the flow to be an inviscid flow, an
approximation in which viscosity is neglected completely, compared to inertial terms.

This idea can work fairly well when the Reynolds number is high. However, certain problems such as
those involving solid boundaries, may require that the viscosity be included. Viscosity often cannot
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be neglected near solid boundaries because the no-slip condition can generate a thin region of large
strain rate (known as boundary layer) which enhances the effect of even a small amount of viscosity,
and thus generating vorticity. The standard equations of inviscid flow are the Euler equations.
Another often used model, especially in computational fluid dynamics, is to use the Euler equations
away from the body and the boundary layer equations, which incorporates viscosity, in a region close
to the body.

The Euler equations can be integrated along a streamline to get Bernoulli's equation. When the flow
is everywhere irrotational and inviscid, Bernoulli's equation can be used throughout the flow field.
Such flows are called potential flows.

Laminar vs turbulent flow

Turbulence is flow with a high Reynolds number and is characterized by recirculation, eddies, and
apparent randomness. Flow in which turbulence is not exhibited is called laminar. It should be noted,
however, that the presence of eddies or recirculation alone does not necessarily indicate turbulent
flow—these phenomena may be present in laminar flow as well. Mathematically, turbulent flow is
often represented via a Reynolds decomposition, in which the flow is broken down into the sum of
an average component and a perturbation component.

Equations for the perturbation component are subject to different models (k-eps, second order
models etc).

SIMUGLASS is using an incompressible viscous fluid dynamicsmodel to describe the behaviour
of the laminar flow of protection gasses

Newtonian vs non-Newtonian fluids and Rheology

If fluids can be characterized by a single coefficient of viscosity for a specific temperature they are
called Newtonian fluids. Although this viscosity will change with temperature, it does not change
with the flow rate or strain rate. Only a small group of fluids exhibit such constant viscosity.

For a large class of fluids, the viscosity change with the strain rate (or relative velocity of flow) and
are called non-Newtonian fluids. The behaviour of non-Newtonian fluids is described by rheology.
These materials include sticky liquids such as latex, honey, and lubricants.

For example, ketchup can have its viscosity reduced by shaking (or other forms of mechanical
agitation, where the relative movement of different layers in the material actually causes the
reduction in viscosity) but water cannot. Ketchup is a shear thinning material, as an increase in
relative velocity caused a reduction in viscosity, while some other non-Newtonian materials show the
opposite behaviour: viscosity going up with relative deformation, which is called shear thickening or
dilatant materials.

Rheology is the study non Newtonian-fluids or otherwise describes as the flow of matter, primarily in
the liquid state, but also as 'soft solids' or solids under conditions in which they respond with plastic
flow rather than deforming elastically in response to an applied force. It applies to substances which
have a complex molecular structure, such as muds, sludges, suspensions, polymers and other glass
formers (e.g. silicates), as well as many foods and additives, bodily fluids (e.g. blood) and other
biological materials. Theoretical aspects of rheology are the relation of the flow/deformation
behaviour of material and its internal structure (e.g., the orientation and elongation of polymer
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molecules), and the flow/deformation behaviour of materials that cannot be described by classical
fluid mechanics or elasticity.

MODIFY is studying rheology with the POM-POM tube model to study flow and deformation
of acrylic polymers.

MUST is using an in-house diffusion model and phenomenological model of formation of
liquid emulsion cores by membrane emulsification (balance of hydrodynamic, capillary and
buoyancy forces) to calculate the optimal composition and structure of the coating to deal
with corrosion of metallic and polymeric substrates and structures.

ORAMA is using a CFD code for droplet formation and optimization of Ink-Jet and Sol-
Gel processes.

Two phase flows

Without the wish to be complete it should be stated that many flows need their own models like e.g.
two-phase flows where interactions between the phases have to be modeled.
Constitutive equations for flows

Besides modeling of the fundamental physics equations, there are also different constitutive
equations in use and some projects have developed new ones.

Fick's law

Fick's first law relates the diffusive flux to the concentration under the assumption of steady state. It
postulates that the flux goes from regions of high concentration to regions of low concentration, with
a magnitude that is proportional to the concentration gradient (spatial derivative). This constitutive
equation is used to close the conservation of mass (flow) equations reduced to diffusion only.

Constitutive equation for the diffusion of chemical species

Diffusion of interstitial atoms due to chemical potential gradients can be described by an extended
Fick’s diffusion equation with added terms due to chemical potential gradients (stress and
temperature).The Nernst—Planck equation is a constitutive equation used to close the conservation
of mass equations to describe the diffusion of charged chemical species in a fluid in an electric field.
It relates the flux of ions under the influence of both an ionic concentration gradient and an electric
field. It extends Fick's law of diffusion for the case where the diffusing particles are also moved with
respect to the fluid by electrostatic forces. If the diffusing particles are themselves charged they
influence the electric field on moving. Hence the Nernst—Planck equation is applied in describing the
ion-exchange kinetics. Please see also the diffusion equation described at atomistic level.

ARTIVASC used a constitutive equation of the Nernst-Planck type in the advection-diffusion-
deposition model for the permeation-times of nutrients and O2.

MULTIHY is using Fick's diffusion equation as constitutive equation extended with terms due
to chemical potential gradient and trapping. This is used with codes to obtain a description of
hydrogen diffusion under broader range of conditions (temperature variations, trap
occupancy) at the specimen and component level.
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CODICE used the Nernst-Planck constitutive equations simulating grain-based flow and
hydrogen diffusion with their continuum model.

Poro-elastic flow

When fluids are streaming through a porous medium a combination of solid mechanics and fluid
mechanics is to be applied. Two mechanisms play a key role in this interaction (i) an increase of pore
pressure induces a dilation of the porous solid, and (ii) compression of the solid causes a rise of pore
pressure, if the fluid is prevented from escaping the pore network.

The fluid transport in the interstitial space can be described by the well-known Darcy’s law, which is
an empirical (phenomenologically) derived constitutive equation that describes the flow of a fluid
through a porous medium (see also Chapter 4.1 flow). Darcy's law works with variables averaged
over several pore-widths. It can also be derived from Navier-Stokes equations by dropping the
inertial terms, so this is an example of a constitutive equation being derived from the physics
equations. Darcy's law is a simple proportional relationship between the instantaneous discharge
rate through a porous medium, the viscosity of the fluid and the pressure drop over a given distance.

DISC REGENERATION coupled poro-hyper-elastic constitutive equations and vascular
transport models to predict the movement of solutes within the intervertebral disc. They
simulated the disc mechanical response to external compressive loads which affect diffusion
of oxygen and lactate and thus their content within the disc. They also simulated fluid-solid
interaction within high porous polymer implants as well as interaction between implants itself
and surrounding intact biological structures and test different disc replacement
configurations.

Scales
Also in this part of continuum mechanics models can be created for the behaviour at different scales
and also in this discipline a chain of flow models at different scales might be used.

State-of-the-art models for flow at the smallest scale are e.g. the so called "atomistic" finite elements
which can be applied to length scales of 100 nm — mm and timescale of ms to s. (This scale is called
meso by electronic modellers and micro by continuum modelers, here the first name is adopted.)

The calculated properties can be used as constitutive equations in the flow models at higher scales.
4.2 Continuum thermodynamics (including heat transport)

A part of continuum mechanics is called thermodynamics and deals with the conversion of energy
(hot engines, cooling systems, etc.). Thermodynamics is also used in the modeling of materials.
The first law of thermodynamics states, that energy is conserved.

The energy related to the atomic and molecular structure of the material and the degree of their
activity is independent of outside reference frames and is called internal energy. The macroscopic
energy is the kinetic energy and potential energy of the material sample. The only two forms of
energy interactions are heat transfer and work. The second law relates kinetic energy and internal
energy to the power exerted on/by the system and the heat transfer.
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For each application it has to be decided which forms of energy have to be taken into account in the
model. The portion of the internal energy associated with the kinetic energies of the
atoms/molecules (rotation and vibration of the atoms about the center of mass) is called sensible
energy. The internal energy associated with the atomic bonds in a molecule is called chemical
energy. Mutual potential energy of the atoms as they change their distance inside the molecules is
part of the internal energy. Stresses in the material can be regarded as part of the internal energy.
The energy associated with the phase —change process related to the binding between molecules is
called latent heat. Nuclear energy is not considered in NMP projects.

Internal energy and temperature

Temperature is a measure of the average kinetic energy of the center-of-mass motion of
individual molecules. In daily life sensible and latent energy are called "heat", while in
thermodynamics it is called thermal energy to distinguish it from heat transfer.

Energy can be put into a material in many ways (friction, radiation, conduction, kinetic
impacts etc.). Some part of the energy goes into vibrations and rotations about the center of
mass (if not a mono-atomic gas) and only a part of it ends up as increasing the temperature.

The second law is often considered to fall outside the domain of continuum mechanics. This
additional law determines the direction into which this energy flows via the concept entropy.

All mechanical energy can be changed into internal energy, but one can change only a fraction of the
internal energy into work.

IMS -CPS does thermodynamics models of percolation at nm scale to predict percolation
thresholds of composites.

MONAMI does continuous thermo-dynamical and kinetic modelling of local mass density and
energy density.

Thermo-mechanical behaviour

Thermomechanics studies the properties of materials as they change with temperature. The
materials might show a change of dimension (expressed in the calculated macroscopic thermal
expansion coefficients) or of a mechanical property. The bonding in the material determines this
response. Crystallinity and fillers introduce physical constraints to motion. Cross-linking between
molecules will restrict the molecular response to temperature change since the degree of freedom
for segmental motions is reduced as molecules become irreversibly linked.

Principle physical equation describing heat flow

The conservation of energy equation contains the energy change due to heat flow. This term can be
modeled by different assumptions and this is expressed in different constitutive equations.

Heat transfer may take place due to conduction (also called diffusion), convection (energy taken
away by the surroundings solids or fluids) or radiation.

Constitutive equations

The thermo-elastic constitutive equation defines a relationship between stress, strain and
temperature, and thermal conductivity equation relates the heat flux density to temperature
gradient. For anisotropic solids, both have to be written in a tensor form. Coefficients of these
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equations depend themselves of the temperature and represent thus material functions rather than
constant parameters for a specified material. Other material functions determine temperature
dependence of parameters in constitutive equations of plasticity, visco-plasticity and rheology. Such
material functions are usually determined empirically.

A constitutive equation for conductive heat flow is the Fourier's law that states that the heat flow is
proportional to the temperature gradient.

A constitutive equation for convective heat flow can be Newton's law of cooling.

A constitutive equation for radiative heat flow is the Stefan Boltmann's law.

MATRANS modelled the effective linear thermo-elastic properties of the functionally graded
materials with micromechanical (incl. heat conduction) approaches and the optimal content
of the ceramic phase was searched for meeting the required thermo-mechanical properties of
the composite for the target applications.

A multi-scale model of thermal residual stresses in graded metal-ceramic composites,
generated during the cooling phase of the sintering process, was developed. The constitutive
equations used in the finite element computations of thermal stresses were those of linear
elasticity for the ceramic and elasto-plasticity for the metal phase.

MATRANS is using parameters of thermal conductivity and thermal expansion as well as
mechanical properties at elevated temperatures to characterize quality of composite
materials.

Phase field models are constructed in order to reproduce a given interfacial dynamics. For instance,
in solidification problems the front dynamics is given by a diffusion equation for either concentration
or temperature in the bulk and some boundary conditions at the interface (a local equilibrium
condition and a conservation law) which constitutes the sharp interface model. A number of
formulations of the phase field model are based on a free energy functional depending on an order
parameter (the phase field) and a diffusive field (variational formulations). Equations of the model
are then obtained by using general relations of Statistical Physics. Such a functional is constructed
from physical considerations, but contains a parameter or combination of parameters related to the
interface width. Parameters of the model are then chosen by studying the limit of the model with
this width going to zero, in such a way that one can identify this limit with the intended sharp

interface model.

HIPERSOL does phase field modelling of diffusion and firing with COMSOL to calculate the
dissolution and transport of Ag.

MINTWELD is using phase field models (nm and um scale) to describe grain boundary and
interface chemistry and structure.

4.2 Chemistry and reaction kinetic models (meso and macro)

Chemical kinetics models are mathematical models that describe the characteristics of a chemical
reaction. Normally, all the different chemical intermediate molecular species are represented
explicitly. These models are based on thermodynamics and the law of mass action, which states that
the speed of a chemical reaction is proportional to the quantity of the reacting substances.
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Although some of the parameters in the kinetic reaction models need to be determined
experimentally, such models can still be re-used for a wide range of operating conditions and are

I”

more versatile than purely empirical phenomenological methods (“operational” kinetics).

Chemical kinetics models are used to determine the rates of chemical processes and how different
experimental conditions (e.g. the physical state of the reactants, the concentrations of the reactants,
the temperature at which the reaction occurs, and whether or not any catalysts are present in the
reaction) can influence the speed of a chemical reaction. They yield information about the reaction's
mechanism and transition states and can be used in combination with other continuum models to

take into account the changing relative concentration of the chemical species.

FREECATS is using a reaction kinetic model combined with hydrodynamics at nm scale to
detail surface reactions and adsorption processes of the new catalysts.

NANOINTERFACE is using an exponential continuum cohesive-zone model to quantify metal-
oxide-polymer adhesion properties at the macro-scale level.

NEXT-GEN-CAT is using catalytic reaction kinetic models (CO oxidation, CxHy oxidation and
NOx reduction) for the simulation of species concentration in gas near and far from catalytic
surfaces along the flow direction.

SUPERLION is doing electrochemical modelling to simulate current-voltage relationships for
the porous electrodes.

4.3 Electromagnetism (optics, magnetics, electrical)

Electromagnetism is the branch of science concerned with the forces that occur between electrically
charged particles. In electromagnetic theory these forces are explained using electromagnetic fields.
Electromagnetic force is one of the four fundamental interactions in nature, the other three being
the strong interaction, the weak interaction and gravitation.

The electromagnetic force is the one responsible for practically all the phenomena one encounters in
daily life above the nuclear scale, with the exception of gravity. Roughly speaking, all the forces
involved in interactions between atoms can be explained by the electromagnetic force acting on the
electrically charged atomic nuclei and electrons inside and around the atoms, together with how
these particles carry momentum by their movement. This includes the forces experienced in
"pushing" or "pulling" ordinary material objects, which come from the intermolecular forces between
the individual molecules in our bodies and those in the objects. It also includes all forms of chemical
phenomena.

In classical electromagnetism, the electromagnetic field obeys a set of equations known as Maxwell's
equations, and the electromagnetic force is given by the Lorentz force law.

The dynamics of free charges and currents are described by Maxwell's equations directly, but the
dynamics of bound charges and currents enter Maxwell's equations through the constitutive
relations.

The constitutive equations link the electrical and magnetic field to the electrical flux density
(displacement) and the magnetic flux density. Each type of material (magnets, conductors etc) has
their own relation.
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The projects AMON-RA used the Maxwell equations and semi-classical drift-diffusion model
for the calculation of optical properties.

MAGNONICS makes electromagnetic and spin dynamics models using the dynamical matrix
method and Ewald-FFT method to calculate the magnetic behaviour of dipole-coupled and
arrays of anti-dots and the magneto-dipole interaction field, to characterise the nature and
spatial structure of magnons in magnonics array

METACHEM uses the Maxwell equations (nm scale) and generalised Mie model (mm scale) to
calculate individual polarizabilities of complex scatterer (electric and magnetic), surface
susceptibilites of metasurfaces (electric, magnetic and magnetoelectric), refractive index,
thickness and bi-anisotropy of metamaterials and to calculate scattering by cluster of simple
and core-shell spheres in order to determine optical devices performance with metamaterials

MONAMI used a coarse grained model with effective soft potentials for calculation of spin
dynamics in small magnetic clusters

NIM-NIL did characterisation based on electromagnetic wave theory (Maxwell solver) to
describe the dissipative loss in resonant electromagnetic metamaterials. The model takes into
account the radiation damping of the resonant currents.

POCO developed electro-dynamics constitutive equations for the alignment of CNT under
electric fields. They used these to describe crystallisation of thermoplastics with and without
CNT and for the determination of alignment of CNT in viscous media under electric fields.

SMASH uses electromagnetic models for the calculation of optical properties of nanorods,
optical extraction efficiency, emission directionality and polarization and to calculate the
radiation characteristics as input to processing technologies

Magnetics, Elect(ron)ics and Optics.
Electromagnetics at electronic level is